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ABSTRACT
In 2021, the National Institute of Justice — the research arm of the
United States Department of Justice — released the “Recidivism
Forecasting Challenge” (“the Challenge”) with the stated goals of
“increas[ing] public safety and improv[ing] the fair administra-
tion of justice across the United States,” providing “critical infor-
mation to community corrections departments...,” and ultimately
“improv[ing]” the ability to forecast recidivism using person-and
place-based variables” [68]. The Challenge was also designed, in
part, to encourage “non-criminal justice forecasting researchers
to compete against more ‘traditional’ criminal justice researchers”
[68]. Challenge contestants had the opportunity to win part of the
$723,000 in prize money for their submitted models. In this work,
we highlight how the Challenge was underpinned by a techno-
solutionist framing (emphasizing technical interventions without
addressing underlying structural problems) [66] and plagued by
serious ethical and methodological issues, including (1) the choice
of training data and the selection of an outcome variable extracted
from racially biased and inaccurate law enforcement data systems,
(2) data leakage that may have seriously compromised the Chal-
lenge, (3) the choice of a faulty fairness metric, leading to the inabil-
ity of submitted models to accurately surface any bias issues in the
data selected for the Challenge, (4) the inclusion of candidate vari-
ables that created the potential for feedback loops, (5) a Challenge
structure that arguably incentivized exploiting the metrics used to
judge entrants, leading to the development of trivial solutions that
could not realistically work in practice, and (6) the participation of
Challenge contestants who demonstrated a lack of understanding
of basic aspects of the U.S. criminal legal system’s structure and
functions. We analyze the Challenge and its shortcomings through
the lens of participatory design, applying emerging principles for
robust participatory design practices in artificial intelligence (AI)
andmachine learning (ML) development to evaluate the Challenge’s
structure and results. We argue that if the Challenge’s designers had
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adhered to these principles, the Challenge would have looked dra-
matically different or would not have occurred at all. We highlight
several urgent needs and potential paths forward for any future
efforts of this nature, recognizing the real and significant harms of
recidivism prediction tools and the need to center communities di-
rectly impacted by policing and incarceration when thinking about
whether to develop risk assessment tools.

CCS CONCEPTS
• Human-centered computing→ Interaction design theory, con-
cepts and paradigms; • Applied computing→ Law.

KEYWORDS
participatory design, crowdsourcing, recidivism, criminal justice,
algorithmic design, risk assessment
ACM Reference Format:
Tobi Jegede,Marissa KumarGerchick, Amreeta S.Mathai, andAaronHorowitz.
2023. Challenge Accepted? A Critique of the 2021 National Institute of
Justice Recidivism Forecasting Challenge. In Equity and Access in Algo-
rithms, Mechanisms, and Optimization (EAAMO ’23), October 30–November
01, 2023, Boston, MA, USA. ACM, New York, NY, USA, 17 pages. https:
//doi.org/10.1145/3617694.3623242

1 INTRODUCTION
In April 2021, the National Institute of Justice (“NIJ”) released the
Recidivism Forecasting Challenge (“the Challenge”) that sought
to “increase public safety and the fair administration of justice by
improving the ability to forecast and understand the variables that
impact the likelihood that an individual under parole supervision
will recidivate” [68]. The Challenge organizers designed the Chal-
lenge with the aim to encourage “non-criminal justice forecasting
researchers to compete against more ‘traditional’ criminal justice
researchers” for a chance to win part of the $723,000 in cash prizes
[68]. At the conclusion of the Challenge, challenge winners were
asked to write papers describing the process of developing their
winning models and to provide commentary on the Challenge itself.
While heralded by the NIJ as a successful effort that “demonstrate[d]
the value of open data and open competition” [50], in reality, the
Challengewasmarked by serious and fundamental flaws. One of the
winning papers came to the following conclusion: “We are hesitant
to accept any insights gained from submitted models and question
the reliability of their performance. We would also discourage the
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use of any submitted models in live environments” [18]. This paper
was not an anomaly — 6 of the other 25 winning papers also ques-
tioned the reliability and practical utility of the Challenge’s results
[22, 56, 67, 92, 98, 100].

In this work, we highlight shortcomings with the Challenge
that can be viewed as failures to implement robust participatory
design practices — practices that center those who would be im-
pacted by or would interact with an algorithm in the development
of the algorithm [83], including in the evaluation and selection
of training data. Although not explicitly advertised as a challenge
focused on principles of participatory design, several characteris-
tics of participatory design thinking were present in the framing
of the Challenge, including the NIJ’s solicitation of participation
from non-criminal legal system1 professionals in an effort to in-
crease the “diversity of expertise and individuals evaluating the
data” [50]. Despite calling for a diversity of experts, the kind of
participatory design that the Challenge organizers engaged in could
be construed as a form of participation-washing [83, 84], where
the “diverse” group of individuals brought in to design an algorith-
mic tool are not the ones who would be affected by the tool, lack
the context-specific knowledge to understand the limitations and
problems with the proffered output and input variables, and may
not fully understand what deployment of an algorithmic tool in the
particular domain would look like. We assert that a lack of robust
participatory design practices, like a flawed choice of challenge
participants and a lack of meaningful inclusion of impacted com-
munities, amplified methodological issues with the Challenge. We
find that if tools built with poor participatory design practices are
put into real-life environments, they could produce real and signifi-
cant harms for the communities onto which they are deployed, as
risk assessment tools currently used in the criminal legal system
already do today [55]. In the following sections, we (1) situate the
NIJ’s Recidivism Forecasting Challenge in the broader ecosystem
of predictive analytics tools used in the criminal legal system, (2)
provide a set of guidelines for assessing what robust participatory
design could look like and evaluate the Challenge against these
guidelines, and (3) conclude by highlighting other methodological
issues with the Challenge and discussing the policy implications of
the Challenge.

2 RELATEDWORK
2.1 Predictive Analytics Tools In the Criminal

Legal System
The Challenge fits squarely into an ever-growing body of work that
focuses on the increasing use of several types of predictive analytics
tools in the criminal legal system [20, 29, 81, 93, 99], including
risk assessment tools. Risk assessment tools in the criminal legal
system have been used to make decisions about whether people
should be subject to pre-trial detention [24, 52, 88], to determine the
length of peoples’ incarceratory sentences [65, 87], and to predict a
person’s likelihood to recidivate [21, 29]. The Challenge fits into the
1Throughout this paper, we use the term “criminal legal system” rather than the
criminal justice system to highlight that the system involves various methods of
interaction with actors in the legal apparatus (police officers, judges, probation officers,
etc.) and often does not provide justice for the communities who interact with the
system. Rather, the system often disproportionately targets marginalized communities
and creates lasting harms for those who interact with the system [9, 14, 80].

existing literature about the use of risk assessment tools to predict
recidivism. The NIJ asked contestants to develop a risk assessment
tool that would estimate the probability that individuals released
from incarceration under parole supervision would be arrested for
a new felony or misdemeanor crime within three years of the start
of their release [68].

2.1.1 Critiques of Recidivism Risk Assessment Tools. The increased
use of recidivism risk assessment tools in the criminal legal system
has been met with criticism. While not an exhaustive list, some of
the critiques highlighted in the literature include: (1) the fact these
tools are often not equally accurate for people of different races [4,
21, 29, 93], (2) that the data used to build these tools is inaccurate and
biased [39, 44, 62, 77, 79], (3) that faulty and insufficient proxies are
chosen to measure recidivism [32, 36, 40, 57], (4) that the evaluation
criteria for these models is insufficient [21, 23, 42, 60], and (5) that
these types of models do not work well in practice and fail to
achieve their goals of providing accurate measures of recidivism
risk [31, 62].

With respect to the first critique, Desmarais et al. [29] find that
despite historically making up less of the incarcerated population,
white defendants are more likely to receive more accurate recidi-
vism risk predictions from existing recidivism risk prediction tools
than their Black and Brown counterparts. Related to the second cri-
tique, many studies have found that predictive risk assessment tools
often re-encode existing biases [32, 46, 77]. Specifically, Richardson
et al. [77] examined several predictive analytics tools built using
data from police departments subject to consent decrees or federal
monitoring and found that even when federal investigations identi-
fied corrupt, racially biased, or otherwise illegal policing practices,
data reflecting these biases were rarely corrected in or removed
from training datasets [77]. Consequently, the risk assessment tools
developed using faulty data are more of a reflection of police mis-
conduct and systematic bias of the policing system than an accurate
measure of risk.

In reference to the third critique, recidivism risk assessment tools
are broadly trying to predict the future commission of a crime. Two
common metrics for measuring recidivism in the literature are re-
arrest and re-conviction, which often means arrest or conviction for
any type of crime, regardless of its severity. Though widely used as
an outcome variable in risk assessment tools, and specifically used
as the outcome metric in the Challenge, re-arrest is an inaccurate
and biased proxy for commission of a crime [32, 36, 40, 57] because
an arrest does not indicate that a crime was actually committed and
is not subject to other independent evaluation [62]. Additionally,
some uses of a re-arrest outcome variable are crime-severity agnos-
tic and treat all arrests as equally risky behaviors. This means that
accidentally walking onto private property, which could be charged
as misdemeanor trespass, is treated as equally dangerous or risky
as arrest for a violent physical assault. In the case of the Challenge,
the outcome of interest that contestants were asked to optimize
for was a crime severity agnostic re-arrest variable — arrest “for
a new felony or misdemeanor crime within 3 years of the parole
supervision start date” [68]. Using these kinds of outcomes runs the
risk of building statistical models that reflect and may exacerbate
historical biases [31] and may actually overestimate risk [88].
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In reference to the fourth critique, the literature suggests that
accuracy alone is not the best heuristic against which to measure
the performance of a model [12]. Given the flawed and biased
datasets that are often used to build recidivism risk assessment
tools, fairness — the idea that a model should perform equally well
across all sub-populations of interest (race, gender, etc.) — is of-
fered up in the literature as a supplementary metric to accuracy to
optimize for when building risk assessment tools. However, defi-
nitions of fairness are often incomplete. A fairness standard could
allow for a faulty algorithm that performs equally poorly for all
sub-populations of interest to still be found to be “fair” [23]. To
move away from the difficulties of defining fairness mathemati-
cally, Green [41] advocates for “substantive algorithmic fairness”
whereby algorithmic tool designers strive to "address upstream
social disparities that feed into decision-making processes" and to
"reduce downstream harms" without defining strict mathematical
definitions of fairness that are not sufficiently translatable across
different domains.

Finally, in reference to the fifth critique, when used in practice,
many risk assessment tools do not work in the way that they are
designed to function [46, 52, 62, 87]. Imai et al. [52] found that a
pretrial risk assessment tool produced worse outcomes across race
and gender, in terms of disparately measured levels of risk, than if
the tool had not been used in the first place. Similarly, Stevenson and
Doleac [87] find that a risk assessment tool they analyzed did not
produce more accurate or fair results than human decision-makers,
with younger defendants systematically receiving longer sentences
than they would have received without algorithmic intervention.

In light of the aforementioned critiques, there are ongoing discus-
sions in the literature about suggested remedies. Here, we simply
highlight literature that provides thoughts about how one might
improve recidivism risk assessment tools but we do not argue that
these proposed solutions would be sufficient to deal with the multi-
tude of issues plaguing recidivism risk assessment tools. Further-
more, we do not seek to legitimize the use of predictive analytics
tools through the following discussion of proposed, theoretical
remedies.

To address the issue of biased data, Gebru et al. [39] argue for
the creation of information sheets about datasets that highlight
how the data was collected and preprocessed, how the data should
and shouldn’t be used, and how the dataset will be stored. This
documentation process, Gebru et al. [39] argue, will lead machine
learning practitioners to be more accountable and more transparent
about how the data developed for predictive analytics systems were
generated. The hope through this process is that any latent issues
with the dataset could be laid bare for the consumers of the dataset
and people may choose not to use data with known biases and
substantial flaws. Additionally, there is a category of suggested
improvements to risk assessment tools that focuses on changing
the design process for the development of such tools [3, 7, 47]. One
of the suggested methods to improve the design of algorithmic tools
is to crowdsource their development [3, 47]. Crowdsourcing has
included using machine learning challenges or competitions that
bring machine learning experts and non-experts into the healthcare
[3], education [85], artificial intelligence [47], and criminal justice
[68] fields to try to solve for a particular issue. An example of
the use of crowdsourced challenges in the AI field is the use of

bias bounties – competitions designed to surface embedded biases
in deployed algorithmic tools [47]. The thinking, in this example
and with other challenges more broadly, is that crowdsourcing
the design of algorithmic tools produces better outcomes than an
individual team would be able to produce and also allows for a
variety of different models to be explored simultaneously [7]. In the
following section, we expand on our discussion of crowdsourcing
and talk about participatory design in machine learning contexts
more broadly.

2.2 Participatory Design in Artificial
Intelligence and Machine Learning

Discussions about the design, deployment, and evaluation of artifi-
cial intelligence and machine learning systems have increasingly
focused on the idea of “participation” as a potential means to address
some of the ethical and sociotechnical issues in AI development.
The emphasis on participation is reflected in various arenas, from
increasing scholarship examining and articulating participatory
approaches to AI [11, 58, 84, 101], to federal guidance such as the
White House’s Blueprint for an AI Bill of Rights [48] (“the Blue-
print”) and the National AI Research Resource Task Force’s goal to
“address societal-level problems by strengthening and democratiz-
ing participation in...AI R&D” [38]. Here, we provide context around
proposals for participatory approaches to the AI development pro-
cess, identifying common principles and values for meaningful
participation. This background grounds our evaluation, assessing
whether the Challenge represented an opportunity for meaningful
participation in line with these values.

Several works [11, 13, 84, 101] have highlighted that there is
no agreed upon definition of what it means for an algorithmic de-
sign process to be “participatory.” While the Challenge has not, to
our knowledge, been explicitly described by the NIJ as an attempt
at “participatory design,” the NIJ’s descriptions of its goals and
functions invoke notions of participation. For example, the NIJ has
described one of the functions of the Challenge as “help[ing] expand
access to data and expertise” [50]. At the time of writing, the Chal-
lengewas also listed as an archived challenge onChallenge.gov,2 the
United States Government’s “official hub for challenges and prize
competitions across the U.S. federal government,” which frames its
aims with the language, “[l]earn how you can participate and make
a difference” [3].

Researchers and practitioners have highlighted both potential
strengths and weaknesses or risks of participatory design prac-
tices in the context of predictive tools [101]. Sloane et al. [84] and
Birhane et al. [11] trace the history of participation through various
mediums, including co-design practices in corporate settings in
the 1970s, deliberative decision-making processes amongst formal
and information organizations and groups across many time peri-
ods, and participation’s current role in ML development processes.
Birhane et al. [11] also trace the roots of participation to colonialist
systems in the 1920s, highlighting how participation has been used
to disguise harmful systems characterized by extreme concentra-
tions of power under the guise of inclusivity. Sloane et al. [84] warn
that some current forms of participation in machine learning design
processes could amount to “participation washing” practices that

2See https://www.challenge.gov/?state=archived

https://www.challenge.gov/?state=archived
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are actually harmful to or extractive of the involved communities.
Birhane et al. [11] similarly warn that participation can become
a form of corporate “cooptation,” or can improperly be presented
as a panacea for broader issues around governance and inclusion.
Chan et al. [19] highlight barriers to and problems with participa-
tion in AI development in the context of dataset development for
AI and research labs working on AI. Yet these scholars also em-
phasize the opportunities that meaningful participation may hold
for improving the status-quo [10, 11, 19, 84]. Several researchers
have offered valuable principles for and frameworks of participa-
tory design and offered myriad examples and case studies touching
on the at times complicated and potentially beneficial aspects of
participation [11, 28, 75, 78, 84, 86, 90].

In the realm of federal policy in the U.S., in 2022, the White
House published the Blueprint, a guidance document outlining a
set of principles and practices for the development of AI and ML
systems. Among the Blueprint’s principles is the tenet that people
“should be protected from unsafe or ineffective systems,” and the
Blueprint emphasizes that consulting diverse stakeholders, includ-
ing impacted communities, is central to realizing this principle.
Further, this consultation must be paired with several robust pro-
tections including: (i) protections from “inappropriate or irrelevant
data use in the design, development, and deployment of automated
systems, and from the compounded harm of” the reuse of such data
[48, p. 15]. Additionally, the Blueprint highlights the need for norms
regarding consent such that meaningful consent for data use is ex-
pected and respected and “[p]eople whose data is collected, used,
shared, or stored by automated systems should be able to access
data and metadata about themselves, know who has access to this
data, and be able to correct it if necessary” [48, p. 35]. To institute
these principles, the Blueprint discusses the importance of evaluat-
ing data for bias issues, taking into account the context around the
data [48, p. 26], conducting proactive assessments to understand
and address potential harms [48, p. 23], and more. Further, in 2023,
the White House issued an Executive Order on Further Advancing
Racial Equity and Support for Underserved Communities Through
The Federal Government (“the Order”) that directs federal agencies,
including the Department of Justice, to address equity and systemic
racism in U.S. policies and programs — including ending unjust
disparities in the criminal legal system and “root[ing] out bias in
the design and use of” artificial intelligence. In service of this goal,
agencies are required to plan for “meaningful engage[ment] with
underserved communities” and “incorporation of the perspectives
of those with lived experiences into agency policies, programs, and
activities” [49]. While the Blueprint and the Order were released af-
ter the Challenge concluded, they both serve as useful frameworks
upon which to evaluate the Challenge. Furthermore, the Blueprint
cites an extensive number of resources outlining and supporting
its principles – including several resources released by the U.S.
government prior to and during the Challenge.3

In this context, we use the next section of our paper to sug-
gest a framework for what meaningful participatory design could

3See the endnotes of [48] including endnotes 30, 62, and 78, which highlight examples
of federal government resources related to algorithmic bias and data privacy released
before the Challenge.

look like in practice and examine the Challenge against this frame-
work. We highlight the areas where the Challenge failed to be well-
constructed and offer up insights on how future crowd-sourced
machine learning challenges can learn from the mistakes of the
Challenge.

3 CRITIQUE OF THE NIJ CHALLENGE
3.1 Overview of the Challenge
To develop recidivism predictionmodels, the NIJ provided challenge
contestants with a dataset that included 25,835 people who were re-
leased from Georgia prisons on discretionary parole to the custody
of the Georgia Department of Community Supervision (GDCS) be-
tween January 1, 2013 and December 31, 2015. This dataset included
demographic data, prior criminal history information, prison and
parole case information, prior community supervision history, con-
ditions of supervision as articulated by the Board of Pardons and
Paroles, and supervision activities (violations, drug tests, program
attendance, employment, residential moves, and accumulation of
delinquency reports for violating conditions of parole) [68]. The
models developed by contestants were judged based on two metrics
meant to represent the accuracy and/or the fairness of their models.
The accuracy metric the Challenge used was the Brier Score which
is, in effect, a mean square error measurement specifically for deter-
mining the accuracy of probabilities, calculated using the following
formula: 1

𝑛

∑𝑛
𝑡=1 (𝑓𝑡 −𝐴𝑡 )2, where “n is the count of individuals in

the test dataset, 𝑓𝑡 is the forecasted probability of recidivism for
individual t, and𝐴𝑡 is the actual outcome (0,1) for individual t” [68].
The fairness metric used was one minus the absolute value of the
difference between the false positive rate for Black parolees and the
false positive rate for white parolees: 𝐹𝑃 = 1− |𝐹𝑃𝐵𝑙𝑎𝑐𝑘 − 𝐹𝑃𝑊ℎ𝑖𝑡𝑒 |.
Contestants could chose to either just optimize their submitted
models for accuracy or optimize for a metric that took both accu-
racy and fairness into account using a penalized fairness metric
constructed in the following way: (1 − 𝐵𝑟𝑖𝑒𝑟𝑆𝑐𝑜𝑟𝑒) (𝐹𝑃).

Challenge prizes were split across several categories. The prize
categories were split up by outcome (predicting recidivism after 1
year on parole, after 2 years on parole or after 3 years on parole),
sub-population (male vs. female parolees), and by evaluation metric
(accuracy, as measured by the Brier Score, and fairness, as measured
by a weighted fairness penalty). As an example, a contestant in the
Challenge could chose to only submit a model that would predict
recidivism for male parolees after 1 year on parole, optimizing for
accuracy alone. If a contestant chose to just optimize for accuracy
alone, then the goal was to achieve the lowest Brier score. Contes-
tants who chose to optimize for fairness would win if their value
for the penalized fairness metric described above was the highest
among the other submitted models. At the end of the Challenge,
the NIJ selected a total of 26 winners across the various outcome,
sub-population, and evaluation metric categories [50].

3.2 Methods
In order to formulate a critique of the Challenge, we adapt frame-
works and questions from Birhane et al. [11], Biderman and Scheirer
[10], Sloane et al. [84], and the Biden-Harris Blueprint for an AI Bill
of Rights [48] to synthesize a set of principles that we posit would
be part of an effective participatory design process. We highlight
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four main dimensions of participatory design for challenge design-
ers to consider when building a crowdsourced machine learning
challenge or tool including, (i) “Defining Participation”, (ii) “Impacts
of Participation”, (iii) “Contesting Participation”, and (iv) “Depth
of Participation”. We examine the extent to which the Challenge
addressed these dimensions of participatory design. The frame-
work presented below is not intended to be an exhaustive list of
considerations for building robust crowd-sourced machine learning
tools.

3.3 Elements of Meaningful Participatory
Design

In this section, we analyze some of the tenets of participatory design
in the context of the Challenge. We focus primarily on the experi-
ences of (1) communities impacted by policing, arrest practices, and
incarceration whose data may be used in the Challenge or who may
be impacted by risk assessments deployed in the future and (2) con-
testants who entered the Challenge. Yet implicit in this Challenge
is the participation of the many organizations and individuals in-
volved with the use of risk assessments or the criminal legal system
more broadly. This set extends beyond impacted communities and
Challenge contestants to include law enforcement agencies (e.g.,
police, prosecutors, probation and parole officers, and NIJ itself,
among others), public defenders, organizations offering assistance
with probation and parole applications, other advocates for people
impacted by the criminal legal system, and the ecosystem of re-
searchers and corporations that profit or benefit from the extensive
surveillance and incarceration in the criminal legal system, includ-
ing those who design and sell risk assessment tools. While not the
primary focus of this analysis, these people all crucially participate
in the ecosystem upon which the Challenge is scaffolded.

3.3.1 Defining Participation. First, we focus on the question of:
who is counted as a “participant” or decision-maker in the design
process? (adapted from [10] and [11]). We conceive of three main
types of participants in the Challenge – challenge organizers, con-
testants, and impacted communities. Challenge organizers include
the NIJ and the law enforcement agencies/systems that collected,
categorized, produced, and stored the data and that seek to deploy
risk assessment tools in their work. Contestants are those who
actively engaged in the Challenge and submitted models to the
NIJ. Impacted communities include the people who are represented
in the dataset itself. People who represent impacted communities
such as public defenders and advocates for release on probation
or parole could also be included in this broader category. We posit
that people directly impacted by the design process, related data
collection, and tool deployment should be decision-makers with
actionable protections and meaningful say in the design process,
including having an opportunity to comment on and contest the
Challenge itself, to have their data removed from use in the Chal-
lenge, and to object to the use of the Challenge’s results in future
risk assessment development processes [75, 95].

At the core of the Challenge is the use of data about the experi-
ences and lives of people released from prison in Georgia between
2013 and 2015 (the impacted community), and the potential for
methods or models resulting from the Challenge to “provide critical
information to community corrections departments” in the future

(the organizers) [68]. From the Challenge’s website and related
documents, it is unclear if the people represented in this data were
consulted in the design of the Challenge or were made aware of
the Challenge at all. For a Challenge that revolves around data
collection from communities impacted by incarceration and the
results of which may be used in ways that affect those same com-
munities, the meaningful participation (i.e., decision-making power
and intentional consultation as opposed to participation washing
[83, 84]) of impacted communities is essential. As highlighted by
Petty et al. [75] in Our Data Bodies’ 2018 report, which included
interviews about data collection and digital privacy with more than
100 residents of historically marginalized communities in several
U.S. cities, extractive data collection contributes to an environment
where “technologies, people, and other entities are manipulating
[interview participants’] narratives for their own ends, especially
to criminalize them or their communities.”

While it is unclear whether or to what extent impacted commu-
nities were given the opportunity to shape or participate in the
Challenge, the NIJ was more prescriptive about who could partic-
ipate through entering the Challenge as a contestant: “students;
individuals/small teams/businesses; and large businesses” 4 [68].
The NIJ described those who ultimately competed in the Challenge
as having a “wide variety of expertise and access to resources”
[50] and explicitly centered technical expertise, stating that the
Challenge “encouraged data scientists from all fields to build upon
the current knowledge base for forecasting recidivism while also
infusing innovative methods and new perspectives” [51]. A techno-
solutionist framing undercuts several of the winning entries – for
example, one winner awarded $15,000 for their participation in the
Challenge titled their entry “Skynet is Alive and Well: Leveraging
a Neural Net To Predict Felon Recidivism” and concluded that “It
is self-evident that the usage of deep learning tools has immense
potential in assisting parole officers and policymakers in the reha-
bilitation of formerly incarcerated members of society” based on
an accuracy of 67% using a neural network [45, p. 5]. Yet it is clear
that some of the Challenge’s winners [6, 61] lacked a basic under-
standing of key facets of the U.S. criminal legal system’s structure
and the operation of probation and parole systems. For example,
one of the Challenge winners, a team that described themselves as
a “group of engineers...not familiar with the recidivism literature”
but with “good experience with modelling due to our work” stated
that their approach was informed by their belief that “the convict
has the choice to come back to jail” [6]. This team received $6,000
as a prize for their participation in the Challenge [69].

It is unclear how winning entries that display a lack of under-
standing of how the criminal legal systemworks in the United States
serve the NIJ’s stated goal for the Challenge of “improving outcomes
for those serving a community supervision sentence” [68]. Bao et al.
[8] highlight the myriad issues created by the participation of the
ML community in work related to risk assessments without a clear
understanding of the criminal legal context, from seemingly high
quality statistical methods that actually have no impact or have
harmful impacts given the realities of the context, to projects that
so deeply misunderstand the criminal legal context that they view

4NIJ has noted that only two students entered the Challenge, one for the one year
prediction window and one for the three year prediction window [70].
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being rated as “high risk”5 as the most preferable outcome of a risk
assessment for a person involved with the criminal legal system
[8, p. 8]. Context matters, and understanding context is not at odds
with encouraging “open competition” or “making it possible for a
diverse pool of entrants” to be involved [50]. Indeed, as Abebe et al.
[1] highlight, technologists can sometimes play important roles in
advancing social change, but having this kind of impact requires
careful specification of the role of the technologist and their work,
taking into account the context of the issue at hand and avoiding
efforts that advance techno-solutionism [66]. As Green [41] also
highlights, data scientists must recognize and engage with the fact
that their work is not neutral or objective, and may be inherently
political.

3.3.2 Impacts of Participation. We also examine the impacts of
participation in the Challenge, asking, “What do participants own
and how do they benefit?” (from [11]). Similar to Sloane et al. [84]’s
recommendation that participation be recognized as work, we posit
that the participation of impacted communities (e.g., through the
use of one’s data, including without their knowledge or permission)
should be recognized as work, treated with respect, and accompa-
nied by concrete protections [74].

While it is unclear whether the people whose data was provided
to the contestants were compensated for the use of their data — or
whether they were given any option to opt out of the initial data
collection or subsequent use for the Challenge — the winners of
the Challenge were awarded tens of thousands or even hundreds
of thousands of dollars in prize money [50]. Several of these win-
ners built models with data potentially affected by look-ahead bias,
demonstrated a lack of understanding of the criminal legal system
in their submissions, and exploited the Challenge’s metrics, yet
were still deemed winners by the NIJ and awarded large sums of
money. The structure of the Challenge, including the metrics used
to evaluate winners and the financial prizes based on performance
along those metrics, arguably incentivized the development of so-
lutions that could not ethically or realistically be implemented in
practice for several reasons. At least two winners [18, 25], one of
which was awarded $75,000 in prize money,6 highlighted potential
data leakage affecting the Challenge (through look-ahead bias),
with [18] declaring that “[i]t is [their team’s] conviction that any
top-tier model in the Challenge will explicitly or implicitly owe its
predictive prowess to the leaked information...we do not recom-
mend the field rely on any Challenge models for future decision
making” [18, p. 5]. We discuss both of these issues in more detail
later in our analysis.

In addition, perhaps down- or upstream of the Challenge itself —
but nonetheless important for understanding the context in which
the Challenge operates — are the financial incentives and systems
that encourage and benefit from the surveillance, punishment, and
incarceration of poor people and people of color. Systems of parole
supervision and monitoring, alongside many other parts of the

5In many criminal legal system contexts, being labelled as “high risk” by a risk assess-
ment tool can result in punitive measures, such as additional supervision or pretrial
detention.
6From the NIJ website, it appears that one individual was part of two winning teams
— one comprised of themself (Team TrueFit [26]) which won $140,000, and the other
comprised of themself and one other person (Team Crime Free) [25], which won
$75,000 [69].

criminal legal system, have clear monetary incentives and impacts,
which often harm the people those systems purport to help. For in
depth discussions of these incentives and their harms, see [35, 53,
54, 89, 96].

3.3.3 Contesting Participation. We analyzed if, and to what extent,
challenge contestants and impacted communities had the oppor-
tunity to critique their participation in the Challenge by asking
two questions: (i) “What mechanisms are put in place to allow con-
testants and impacted communities to question the existence of
the product/tool itself, rather than purportedly helping to reduce
harms or improve benefits?” and (ii) “Did contestants and impacted
communities have the opportunity to refuse participation or to
withdraw from the process without causing direct or indirect harm
to themselves or their communities?” Both questions draw from a
conceptualization of participation that comes from Birhane et al.
[11].

In order to understand the contours of contesting participation,
we use the definitions of the different kinds of participation (orga-
nizers, contestants, impacted communities), explained in 3.3.1. We
use these different definitions of participation to start our discussion
on contesting participation because we posit that an individual’s
level of agency in contesting the Challenge is associated with what
category of participant they fall into. Contestants with winning
models were able to use the conclusion, recommendations, or fur-
ther consideration sections of their papers as an opportunity to
comment on how the methods used in submitted models were un-
suitable for use in practice, either because of the complexity of
the model developed or because of strong ethical objections due to
shortcomings with the provided data and evaluation metrics used
for the Challenge [22, 56, 67, 92, 98, 100]. With regard to the harm
a contestant would suffer by critiquing the Challenge, it appears to
be primarily financial – their refusal to engage in the Challenge at
all could impact their ability to reap any of the financial benefits
that come with engaging in the Challenge.

For impacted communities, there is no indication in the descrip-
tion of the Challenge about whether they had the opportunity to
contest the creation and legitimacy of the Challenge in the first
place [68]. While impacted communities were not involved in the
model development process, they are directly implicated in the
work conducted for the Challenge. Their data was used for the
Challenge and the purported impetus for the creation of the Chal-
lenge was to create models that could analyze the behavior of
impacted people and enable organizers to use the models that the
contestants develop to better understand and predict the behaviors
of the impacted communities.

3.3.4 Depth of Participation. We center our last critique of the
Challenge around two questions that interrogate the depth of partic-
ipation in the Challenge: (1) Is contestant and impacted community
feedback “integrated into the default ML lifecycle”? (adapted from
[10]) and (2) “Will the participatory effort be a one-off engagement
with the community, or a recurring/long-term engagement?” (from
[11]). There is no mention made on the Challenge website about
how feedback about the Challenge or issues with its construction
could be made known to the Challenge organizers. The only stage,
as mentioned in 3.3.3, where there would be integration of any feed-
back is after the winners submitted their resulting papers. There is
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also no indication on the website that provides a summary of the
winning papers about how the results of the Challenge would be
used in practice [51].

From the design of the Challenge, it is clear that this was a
one-off participation expectation — once winners submitted their
models and companion research papers, their engagement with the
Challenge was nearly completed. The NIJ did note that winning
contestants could be asked to present their results at a speaking
engagement but it is unclear whether further changes to submitted
models would be required after prizes were awarded [50]. This short
lifecycle of the expected period of participation may have impacted
the level of care that some contestants took in developing their
submitted models. Several of the winning papers offered little to no
substantive critique of the Challenge, provided short summaries of
their participation in the Challenge, and/or made no reference to the
literature or domain that their work was situated within. One of the
winners of the Challenge, [63], even blatantly acknowledged their
intention to use the Challenge, not in furtherance of the creation of
better risk prediction algorithms in the criminal legal system, but
rather to develop a Python library, with the authors of the paper
noting “the majority of the time spent on this project was devoted
to the development of said library, and very little was done with
the specific dataset provided by NIJ” [63]. This team was awarded
$6,000 for their submission [50].

3.4 Downstream Effects of Participatory Design
Failures

The failure of the Challenge organizers to use effective participa-
tory design principles incentivized winning models that contained
several methodological issues. The methodological issues that we
highlight include (1) the choice of a faulty outcome variable, (2) the
use of an ineffective fairness metric, (3) the inclusion of variables
that could create potential feedback loops, (4) and the emergence
of data leakage concerns. The methodological issues raised in the
following sections are not an exhaustive list of these kinds of issues
with the Challenge.

3.4.1 Choice of a Faulty Outcome Variable. In designing predictive
algorithms, analysts “must translate an abstract, often ill-defined
goal into a highly specified outcome variable to be predicted by the
algorithm” [59]. Often, there is a large gap in the on-the-ground
reality between the predictive goal and a specified outcome vari-
able. Here, the organizers asked contestants to accurately predict
recidivism which was described as “a person’s relapse into criminal
behavior” [71]. This definition misleadingly suggests that a person
described as recidivating has actually committed a new crime. The
use of arrest or re-arrest as a metric for recidivism has been widely
criticized by scholars and advocates because "[o]verwhelming re-
search has demonstrated that arrests are more reliably a measure
of policing practices and priorities than actual crime” [40].

Risk assessment tools that are trained on arrest and other policing
data, without evaluation of the policing culture and context in
which arrests occur and data is collected, obscure the subjectivity
inherent in arrest incidents [77]. The reality is that law enforcement
officers are granted broad and unchecked discretion to make arrests
— they decide which people to approach, which circumstances to
investigate, when to document an incident as a “crime”, and when

to arrest people [77]. There is ample evidence that racial minorities
tend to face a higher risk of arrest, especially for crimes targeted
through “proactive policing” [32, 36, 94]. For example, while Black
people comprise approximately 33% of the population in Georgia
[16], they comprise 64% of arrests in Georgia [82], and are 1.7
times more likely than their white counterparts to be killed by
the police in Georgia [82]. Where there is proactive policing over
a particular group of people (in the Challenge, those subject to
parole supervision), “individuals with the same probability of re-
offense may nevertheless have different probabilities of re-arrest.
Risk assessment tools trained on such data may appear to be fair
predictors of re-arrest but nevertheless be unfair, even by the same
metrics, were they to be assessed on re-offense” [36]. Additionally,
information “relevant to the integrity of crime data, such as police
misconduct,” is not accounted for in evaluating the validity of arrest
data. Questions about whether arrests were made as a result of
police misconduct, or whether the circumstances of the arrests
are included in the data set, are seldom posed when using arrest
data [36]. Further, questions about whether departmental policies
encouraged or incentivized certain arrests [15, 34, 37] are also not
accounted for when considering arrest data.

Failure to consult with diverse subject matter experts and im-
pacted communities, including people whose data is collected in the
system, people and communities that are impacted by that collec-
tion, and people who can shed light on the socio-political, historical,
and on-the-ground context in which data is collected, can result in
selection of unrepresentative and biased outcome and input vari-
ables. Rearrest is often chosen as the outcome metric of interest to
measure recidivism because it is easier to acquire arrest data than
conviction data. But, “pursuing a particular outcome variable for
the sake of convenience carries with it a greater risk of mismatch
between the predictive goal and the variable’s specification” [59].
This risk is particularly egregious when the consequences to peo-
ple’s lives are severe and devastating, as is the case when people
are assessed as “high risk” for the purposes of release, parole, and
probation supervision.

3.4.2 A Flawed Fairness Metric. In the construction of the Chal-
lenge, the NIJ sought to have some subset of the Challenge con-
testants develop models that took racial fairness into account. As
mentioned in Section 3.1, the way that the NIJ measured fairness
was with a composite fairness measure that took both the ratio
of false positives between Black and white parolees and the Brier
Score into account, like so: (1 − 𝐵𝑟𝑖𝑒𝑟𝑆𝑐𝑜𝑟𝑒) (𝐹𝑃). The threshold to
convert predicted probabilities to binary (yes/no) predictions was
set at 0.5, so that a parolee’s likelihood of recidivating had to be
higher than 50% for them to be predicted to recidivate. Typically,
in the machine learning model development process, the thresh-
old to convert predicted probabilities to predicted values is chosen
through experimentation with the dataset at hand [30]. However,
in the case of the Challenge, the Challenge creators reported no
justification for this seemingly arbitrary threshold [68]. It should
be noted that there is no one “accurate” threshold for determining
fairness and that the choice of a threshold can reflect subjective
judgements about what a fair distribution of an outcome of interest
across selected sub-populations should look like. The problem with
setting this threshold arbitrarily, as several of the winning papers
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noted [27, 43, 56, 76, 97, 98], was that it resulted in almost no false
positives being detected. Because very few false positives were
detected using the threshold set by the creators of the Challenge,
contestants noted that there were no racial disparities found in the
dataset, even when this is likely not the case [36, 46]. As one win-
ning paper noted, the “fairness penalty was not very meaningful in
preventing racial bias, as there were almost never any false positives
for either black or white parolees” [43]. Designing a challenge that
allowed for more iterative and consistent incorporation of partici-
pant feedback in the structure of the Challenge could have surfaced
the critique about the threshold selected for measuring fairness,
given how prevalent this critique was [27, 43, 56, 76, 97, 98], and
appropriate adjustments to the Challenge could have been made so
that the fairness exercise might have been fruitful. This is one of
several examples where the NIJ’s failure to use robust participatory
design practices led to the development of models with little practi-
cal utility. While the Challenge contestants would likely not suffer
the consequences of these design oversights, people upon whom a
developed model would be deployed would potentially be subject
to have their fates determined, in part, by a faulty algorithm.

3.4.3 Feedback Loops. Another methodological issue with the
Challenge is the inclusion of features that could allow a feedback
loop to be embedded into a model. Feedback loops occur when the
output from a predictive model is used as input back into the model
[2, 33]. Ensign et al. [33] describe the presence of feedback loops in
the predictive policing context. Some jurisdictions use algorithms
to decide how to allocate policing resources. Police assigned to
these algorithmically-selected neighborhoods then discover activ-
ity that might not have otherwise been reported by members of
the community [33]. These discovered incidents are then used as
justification validating the model’s predictions and are fed back
into the predictive policing model as historical data, reinforcing
continued police presence in existing neighborhoods, rather than
reflecting true levels of crime in a particular neighborhood [33].

In the Challenge, contestantswere asked to predict which parolees
are likely to be re-arrested for a felony or misdemeanor. However,
before the re-arrest incident happens, parolees are already tagged as
having a “higher” or “lower” risk of recidivating, based on the parole
supervision risk score and parole supervision level they received
when they were initially released on parole. The parole supervision
risk level and risk score, as documents received from the Georgia
Department of Community Supervision pursuant to a FOIA request
submitted by our team in 2022 found, are built on a separate risk
assessment tool7 that was designed to also predict the likelihood
of arrest for a new crime during the supervision period. Crucially,
the parole supervision level that parolees are assigned to influences
the level of surveillance and monitoring they will be subjected
to, with individuals assigned to higher levels of supervision being
subjected to more frequent interactions with their parole officer.
The increased frequency of interactions with parole officers, similar
to the predictive policing example mentioned above, can lead to
more discovered incidents and, consequently, a higher chance of
re-arrest.

7For more information about this risk assessment tool, known as the Unified Supervi-
sion Risk Assessment Tool, please see 6.2 and 6.3

Therefore, the recidivism risk assessment instrument that the NIJ
asked contestants to build already has features that could indicate
likelihood of re-arrest. These features are unlikely to provide an
accurate measure of riskiness but do provide an indication of the
level of surveillance an individual is subjected to. Any model built
off the data provided for the Challenge will likely show a strong
linkage between being on a higher level of parole supervision and
likelihood of being re-arrested. In essence, the NIJ asked contes-
tants to predict an outcome that was already predicted in two of
the provided features. Because a higher parole supervision level
assignment results in higher surveillance, and thus more opportuni-
ties for re-arrest, individuals on higher levels of parole supervision
could be tagged as more likely to recidivate which would further
legitimize the use of this feature in a model, despite this rationale
being flawed.

3.4.4 Data Leakage. Another potential issue with the Challenge is
the possibility of data leakage. One of the winning entries to the
Challenge stated that they believed they identified leakage in the
data used for the Challenge, potentially compromising the Chal-
lenge and models entered to the Challenge [18]. This winner was
able to identify relationships using several variables related to em-
ployment and drug testing that could be used to discern re-arrest
outcomes. They suspected that look-ahead bias was potentially re-
sponsible for some of the leakage (they wrote that “Our assumption
is that the values for the supervisory variables reflect their status at
the time the dataset was created, i.e., sometime in 2020, instead of
relative to a parolee’s release date” [18, p. 20]). Furthermore, they
wrote, “The preeminence of leakage is apparent, and this is the
primary reason for our skepticism of any insights gained from sub-
mitted models. It is SAS’ [the team that authored this submission]
conviction that any top-tier model in the Challenge will explicitly
or implicitly owe its predictive prowess to the leaked information.
As the leakages can deterministically delineate re-arrests in a sig-
nificant number of cases, no model can accurately estimate the
role other variables play in affecting recidivism. Given this, we do
not recommend the field rely on any Challenge models for future
decision making” [18, p. 5]. At least one other winner noted the
potential for some form of data leakage in the Challenge, writing
that “The final two rounds may have included ‘beyond the decimal
point’ precision in some items that provided models with some clue
of when recidivism occurred (e.g. values indicating a large number
of drug tests would show a parolee remained crime-free for longer)”
[26, p. 8]. In this winner’s analysis of feature importance, several of
the most important variables in the final model were ones that Car-
roll et al. [18] suspected were contaminated by look-ahead bias [26,
p. 7]. In its analysis “contextualizing the results” of the Challenge,
the NIJ makes no mention of this potential data leakage [51], and
to our knowledge, no explanation or discussion of this issue has
been presented publicly by the NIJ. The fact that the Challenge may
have been so severely impacted by data leakage as to potentially
invalidate winning entries — by some winners’ own admissions —
is yet another indication of the serious methodological issues at
play with the Challenge.
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4 CONCLUSION
The NIJ created the Recidivism Forecasting Challenge in a stated
attempt to increase public safety [68] through the development
of more “innovative” [68] approaches to building recidivism risk
assessment tools. Instead, the Challenge resulted in the creation
of problematic predictive tools that were (1) trained on a dataset
riddled with data quality issues (data leakage, feedback loops, and
socio-historical biases in arrest practices), (2) developed by people
who may have had little to no knowledge of the criminal legal
system, (3) evaluated using a faulty threshold that surfaced effec-
tively no disparities in the training dataset, despite known racial
disparities in arrest data [36, 62, 77], (4) appeared to offer no clear
documented opportunity for impacted people to critique the cre-
ation of the models or remove their personal information from the
data used to build the models, and (5) created a financial incentive
structure that may have encouraged the haphazard development
of candidate predictive models. As highlighted in section 3 of the
paper, the designers of the Challenge failed to follow guidelines
for what robust participatory design could look like, resulting in
models that even challenge contestants acknowledged were not
suited for real world use.

Beyond influencing decisions about imprisonment and govern-
ment surveillance, the data produced by law enforcement agencies
and the predictions generated from risk assessment tools are often
used in making decisions that can have a catastrophic impact on
people’s lives — including loss of parental rights, homelessness,
prolonged job insecurity, immigration consequences (including
deportation), and inability to access credit [5, 17, 72, 73]. As the
research, development, and evaluation agency of the U.S. Depart-
ment of Justice [68] tasked with investing in scientific research
meant to “serve the needs of the criminal justice community,” [68]
the NIJ has the opportunity and responsibility to influence how
local community corrections agencies think of recidivism and how
to measure risk. Indeed, the Challenge website itself states that
“[r]esults from the Challenge will provide critical information to
community corrections departments” [68]. When the NIJ treats
faulty risk assessment tools like those developed for this Challenge
as “winners” deserving hundreds of thousands of dollars, the agency
risks inspiring the propagation of ineffective and biased tools in
local community corrections departments across the country.

Participatory design principles as well as the guidelines set out
by the Blueprint and the Order provide a starting point for mean-
ingful protections that federal, state, and local governments could
implement. By involving impacted communities in decision-making
and rejecting the use of biased data and faulty fairness metrics, the
NIJ can design participatory processes that achieve their goal of
“improving outcomes for those serving a community supervision
sentence” [70]. These processes may conclude that the costs of risk
assessment models far outweigh any benefit. Our analysis of the
Challenge through a participatory design framework can serve as a
valuable case study for future challenges of this nature. For example,
several AI organizations, large tech companies, and government
entities recently conducted the “largest ever public Generative AI
Red Team” [64, 91], extending the established practice of assessing
the security of computer systems through simulated adversarial

testing to AI systems. The initiative’s announcement drew on ele-
ments of participation (stating that it would “bringing in hundreds
of students from overlooked institutions and communities” [91])
and noted that it is “aligned with the goals of the Biden-Harris
Blueprint for an AI Bill of Rights” [91]. Our analysis could serve as
a case study for this and similar efforts and could encourage future
endeavors of this nature to create opportunities for meaningful and
lasting participation for marginalized communities.

5 RECOMMENDATIONS FOR PRACTITIONERS
Throughout this work, we have highlighted issues with the de-
sign, execution, and results of the NIJ’s Recidivism Forecasting
Challenge. Grounded in the principles of participatory design, our
analysis surfaced many critical questions that, had they been seri-
ously considered by the NIJ and the Challenge contestants prior to
the Challenge’s development and during the Challenge itself, may
have led to different outcomes. We highlight these questions in 6.1,
which we intend to be a non-exhaustive list of critical questions
that any government entity, individual, or organization involved
in these kinds of challenges should seriously consider and answer
before designing, funding, or otherwise participating in such efforts.
We frame our guidance in the context of possible claims or assump-
tions that may underpin these kinds of efforts, using direct quotes
from the Challenge’s project description website as examples.
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6 APPENDICES
6.1 Recommendations for Questions to Ask

When Considering Designing or
Participating in Crowd-Sourced Challenges

The following is a non-exhaustive list of critical questions that
any government entity, individual, or organization involved in
these kinds of challenges should seriously consider and answer
before designing, funding, or otherwise participating in such efforts,
framed in the context of possible claims or assumptions that may
underpin these kinds of efforts. The list is structured in the following
way:

• Assumptions or claims that might underpin a Chal-
lenge’s design

(1) Related questions that practitioners should consider

List of Claims and Related Questions

• “The Challenge aims to improve the ability to forecast
recidivism...with the goal of improving outcomes for
those serving a community supervision sentence” [68].

(1) How am I defining “improving outcomes,” and who did I
consult in developing that definition? Did I consult peo-
ple under community supervision, and are their inputs
reflected in this definition? Did I consult people who ad-
vocate on behalf of those under community supervision?

(2) If my stated goal is to “improve the ability to forecast
recidivism,” how am I defining “recidivism,” and is that an
outcome that can be measured, or am I relying on proxy
variables like re-arrest or return to custody?

(3) Do the proxy variables actually predict the outcome I
am interested in? Or do they offer information that is too
problematic or removed such that they should not be used?
Do I need outside help in answering these questions?

(4) Have there been rigorous independent analyses assessing
whether forecasting recidivism improves outcomes for
people on community supervision? If so, what does this
evidence indicate? If not, is this a viable goal?

(5) What alternative interventions can improve outcomes for
people on community supervision? Have I considered
investing in those alternatives rather than conducting this
challenge (including as part of a cost-benefit analysis)?

• "The Challenge provided the public with open data
access, making it possible for a diverse pool of entrants
to compete in the Challenge" [50].

(1) Do the individuals participating in the challenge under-
stand the social, political, and historical context in which
they are developing predictive tools?

(2) What forms of knowledge are prioritized in the devel-
opment of the challenge? Are you primarily engaging
technical experts?

(3) Are impacted communities and those who advocate for
impacted communities afforded meaningful opportunities
to participate?

(4) How are impacted communities engaged in the ideation
and development phases of the challenge? Are impacted
communities given veto power throughout the lifecycle
of the challenge?

(5) Who is designated as a stakeholder in the development
of the desired predictive tool? How am I defining what
a “diverse” pool of entrants looks like? Do I need to seek
outside help in examining my assumptions?

• The Challenge will use a "measure of fairness” “to
calculate which algorithms are themost accurate while
accounting for bias” [68].

(1) What does the chosen fairness metric prioritize?
(2) What assumptions about fairness are baked into the choice

of evaluation metric?
(3) Is there a way for impacted communities or advocates for

impacted people to offer input about the assumptions?
(4) Should we be building a tool that is based on biased data?
(5) Can a fairness metric meaningfully account for bias?
• "Findings could directly impact the types of factors
considered when evaluating risk of recidivism and
highlight the need to support people in specific areas
related to reincarceration." [68]

(1) Have you considered how the challenge could provide
support for non-carceral solutions to recidivism preven-
tion? What sort of harms were considered and valued in
the development of the predictive tools to determine that
the findings were robust?

(2) Have you developed pipelines for community feedback
and engagement with the results of the challenge?

(3) Have I considered how to make my findings transparent
and open to impacted communities and not just those
involved in the carceral apparatus?
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6.2 Description of the Development of the
Unified Supervision Risk Assessment Tool
in Georgia
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In September 2014, we proposed to the Georgia Board of Pardons and Paroles a new study of parolees 
to determine the risk factors (both static and dynamic) that drive supervision success in order to update 
our 2010 automated supervision risk-assessment instruments. Since then, parole and probation 
supervision were combined under the direction of the Department of Community Supervision. 
Consequently, this project was restructured to include both parolees and probationers to help DCS 
move to a seamless “unified” system of automating the risk-assessment process with inform supervision 
level assignments. 
 
The new project was approved in March 2016, to be completed within 24 months beginning April 1, 
2016, with Dr. Tammy Meredith of ARS serving as Project Director. The 24-month timeline was 
articulated as “dependent upon the accuracy and timely receipt” of the required CMS parole and GDC 
Scribe data tables. While significant delays in data transfer have resulted in project interruptions, the 
following update describes the progress to date for Phase 1 (the first 12-months of work) and makes 
recommendations for refinements to the Phase 2 work plan (second 12-months of work). At this point 
we recommend a no-cost project extension for six months, as described in detail below. 
 
 
Phase 1: Develop and Validate New Supervision Assessment Tools (12 Months 4/1/2016 – 3/31/2017) 
 
The following deliverables were established for Phase 1, with notes provided on current status:  
 

Deliverable Status 

1. Provide Written & Oral Updates to DCS on-going 

2. Add Probation Supervision (original study designed for parole) completed 

3. Define Study Cohorts (probation & parole) and Data Requirements completed 

4. Finalize Methodology/Analytical Plan completed 

5. Determine the Number of Instruments Needed recommendations made to DCS 

6. Address all Management Research Questions on-going 

7. Provide All Computer Algorithms to DCS IT (universal text file format) pending analysis completion 

8. Consult/Train DCS IT Representatives on New Algorithms pending analysis completion 

9. Translate Risk Scores into Scales, Set Supervision Level Cut Points, Work on Display of Results pending analysis completion 

10. Test and Implement New Tools at DCS pending analysis completion 

11. Make Recommendations for Overlap with GDC’s NGA Tools recommend move to Phase 2 
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Phase 1: Update 
 
From the April 1, 2016 project start, we anticipated that data requests and secure transfer of all data 
tables from three agencies (DCS/Parole, GDC, and GCIC) could easily be completed within the first six 
months of the project (by September 2016). This timetable should have been sufficient, given ARS 
extensive prior experience with all three agency data systems. While GDC and GCIC data were all 
received in less than six months, the last DCS/parole data table arrived 13 months into the project, May 
3, 2017. Most of the DCS data tables were sent multiple times, in differing formats, which added to the 
delays. Thus, our 12-month timeline for Phase 1 has been delayed. We anticipate completing Phase 1 
deliverables #7 through #9 (see above) by July 30, 2017. That accelerated analysis timeline would leave 
the project Phase 1 four months behind schedule. Then, deliverable #10 will require DCS management 
commitment to be completed in a timely manner. Deliverable #11 will be discussed below in Phase 2. 
 
A significant amount time has been devoted to developing a probation study cohort, comparable to the 
parole cohort created when the project started (with Parole). Supervision activity data tables for 
probationers were the most problematic in transfer and delivery, not content. Data on the study cohorts 
were presented to the DCS project management team in November 2016. DCS management selected 
the outcome of interest for the new assessment tool as “an arrest for a new crime during supervision,” 
consistent with both existing parole and probation supervision assessment tools. The outcome is 
measured with GCIC official arrest records and identify arrests where the most serious offense must be 
a new crime, not a probation or parole violation arrest, within 24 months of starting probation.  
 
The study cohorts (described below) include all admissions to either probation or parole supervision 
during calendar years 2011-2012, thus leaving sufficient time elapse to collect up to 24 months of 
supervision activity and potential arrest. The probation cohort is younger, has more females (21%), and 
on supervision longer (an average of five months); nearly half are still on supervision.  
 

 Parole Cohort Probation Cohort  

Sample Size (# of offenders) 25,679 94,619  

    
Started Supervision    
2011 52% 49%  

2012 48% 51%  

    

Ended Supervision    
2011 8% 4%  

2012 30% 11%  

2013 29% 12%  

2014 14% 13%  

2015-2017 10% 14%  

Still Active 9% 46%  

Average Years on Supervision (to date) 1.3 yrs 1.7 yrs  

    
Demographics    
Male 89% 79%  

Nonwhite 58% 57%  

Average Age at Supervision Start 36 yrs 33 yrs  



EAAMO ’23, October 30–November 01, 2023, Boston, MA, USA Jegede et al.

ARS, Georgia DCS Supervision Risk Assessment Project Update June 2017 3 

Deliverable #5 (Determine the Number of Instruments Needed) is the current focus of analysis. We 
conducted an extensive analysis of the “types” of community supervision populations portrayed in the 
data. Detailed profiles of probation and parole populations are required to see how they are different or 
similar in terms of demographics, conviction offense, prior criminal history, prison experience, and 
supervision behavior. If they are similar, then DCS may decide to move toward a single instrument. Most 
of our research in Georgia indicates that traditional probation populations are younger and have less 
extensive criminal histories, thus their drivers of risk (both risk factors and weights) would be different. 
In addition, we suspect that the “traditional” probation population in Georgia actually encompasses two 
subpopulations – those coming directly from court to probation, and those exiting prison to probation 
on a split sentence. In the second scenario, our split sentence probationers may be more similar to 
parolees.  
 
Additional comparisons of the cohorts are provided below. The probation cohort is divided into those 
entering supervision straight from court (52%) and by existing prison on a split sentence (48%). 
 

    Comparing 2 Probation Cohorts 

 Parole Cohort Probation Cohort  Straight from Court Split/Exit Prison 

Sample Size (# of offenders) 25,679 94,619 

 

45,822 42,856 

  

Primary Offense Type      
Personal 28% 21%  16% 29% 

Property 33% 36%  41% 34% 

Drug 27% 26%  32% 23% 

      
Prior Arrest Record (GCIC)      
Felony Offense 98% 98%  99% 99% 

Misdemeanor Offense 79% 72%  67% 78% 

Violent Offense 55% 44%  35% 54% 

Sex Offense 6% 6%  4% 8% 

Property Offense 71% 68%  66% 72% 

Drug Offense 68% 57%  54% 62% 

Parole/Prob Violation Offense 72% 47%  34% 62% 

      
First Supervision Level      
Standard 43% 63%  73% 63% 

High/Specialized 46% 16%  13% 16% 

Contact 1%     
Admin  11%  10% 11% 

Warrant  3%  1% 3% 

Other   7%  3% 7% 

      
Last Supervision Level      
Standard 49% 43%  54% 73% 

High/Specialized 35% 8%  8% 13% 

Contact 6%     
Admin  25%  17% 10% 

Warrant  14%  12% 1% 

Other   10%  9% 3% 

Average # Supervision Level Changes 1.9 2.2  2.1 2.6 
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As anticipated, parolees and split sentence probationers share many similarities. Both are much more 
likely to be serving time in the community for a personal offense, compared to straight probationers. Yet 
differences are noted; high or specialized supervision level assignments are much more common among 
parolees, likely due to differences in agency policies prior to the DCS formation. However, there is more 
movement across supervision levels (instability) among probationers, particularly split sentence 
offenders. 
 
Finally, comparisons across cohorts on the outcomes of interest are provided below, specifically 
highlighting arrest for a new crime during the first 24 months of supervision. Split sentence probationers 
are most likely to be arrested within 24 months of starting supervision (38% fail), compared to similar 
levels of failure among straight probationers and parolees (27%-28%).  
 
 

    Comparing 2 Probation Cohorts 

 Parole Cohort Probation Cohort  Straight from Court Split/Exit Prison 

24 Month Supervision Key Outcomes     
Failed a Drug Test* 28% 17%  18% 18% 

Arrested for New Crime 28% 31%  27% 38% 

Arrested for New Felony Crime 14% 16%  10% 23% 

Revoked 17% 11%  5% 23% 

      
* Received a Drug Test 77% 41%  42% 45% 

 
 
 
The data suggests that a simple binary grouping of offenders, combining both groups that exit from 
prison onto supervision, might not be optimal. Three unique assessment instruments may be required, 
given the complicated profiles and differences in outcomes across our three subpopulations. To further 
examine this question, preliminary multivariate logistic regression statistical techniques were employed 
to identify the anticipated core predictors of the outcome (such as gender, race, offense type, and prior 
arrests).  
 
Grouping the three subpopulations together results in statistically significant differences. For example, 
our preliminary models indicate that the likelihood of a new arrest is over 50% higher for split sentence 
compared to straight probationers. Next, our models suggest that parolees do not share the same 
predictive patterns as either group of probationers. Therefore, we recommend that DCS move forward 
with developing three unique assessment tools, one for each specific subpopulation. In addition, we 
recommend that gender-specific models will be most appropriate as males are significantly more likely 
to be arrested within each subpopulation,. Accordingly, we anticipate developing six total risk-
assessment algorithms by the end of July 2017.  
 
As outlined in our project proposal, we will divide each of the three subpopulations into two random 
samples of equal size to complete a validation study of the new tools. The “test” samples will be used to 
conduct the statistical analyses that define two predictive equations (for males and females). Then we 
will score the “validation” samples on the selected algorithms to examine how accurately it predicts the 
outcome (new crime arrest during supervision). Since we allot for 24 months of supervision completion 
for each study cohort, the outcomes will be known (did they get arrested within 24 months of 
supervision?).   
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Phase 2: Monitoring, Evaluation & Updates (12 Months 4/1/2017 – 3/31/2018) 
 
The following deliverables were established for Phase 2:  
 

Deliverable 

1. Provide Quarterly Written & Oral Research Updates to the DCS Oversight Team 

2. Provide Management & Personnel Training on New Tool Implementation 

3. Monitor New Tool Implementation 

4. Request & Examine New Data Extracts (risk factor data & DCS calculated risk scores and groups) 

5. Work Closely with the DCS to Make Adjustments that Ensure Accurate Implementation 

6. Examine New Data at 6 & 12 Month Intervals to Conduct Validation Studies 

7. Provide DCS Analytical Assistance, Advice & Oversight on Agency Protocol Development 

8. Provide a Final 24-month Written Project Report (with DCS review & input) 

 
 
Phase 2: Update 
 
Training on new tool operation and monitoring implementation will be conducted as planned, after 
Phase 1 tasks are completed. Once DCS (Parole) IT executes the new assessment algorithms on agency 
computers, we will request new data extracts from DCS and GCIC to examine and monitor performance 
– focusing on whether the estimates of risk on new supervision cases look similar to the development 
and original validation cohorts.  
 
Given the four-month delay in the Phase 1 analysis plan, and leaving sufficient time for DCS to 
implement the new algorithms, we recommend a full 6-month no-cost extension of the project. The 
proposed revised Phase 2 timeline would be the 12-month period of 10/1/2017 – 9/30/2018. While we 
are confident in our ability to complete the project by the end of September 2018 (6 months behind 
original schedule), this timeline will require the accurate and timely receipt of DCS data tables and DCS 
(Parole) IT implementation. Delays requested by DCS can certainly result in adjustments to the new 
proposed timeline.  
 
Given the project delays, sufficient time will not elapse after implementation of the algorithms on DCS 
computers to allow for more than a 6-month interval to validate the tools on a new population to assess 
the accuracy of arrest predictions (Deliverable #6). We will outline for DCS the requirements for true 
validation upon the project completion, to include a 24-month follow-up period on a new cohort of 
offenders. 
 
We recommend that Phase 1 Deliverable #11 (Make Recommendations for Overlap with GDC’s NGA 
Tools) be moved to Phase 2 for multiple reasons. First, many discussions with DCS management have 
resulted in new ideas for the comparison of our new DCS supervision risk assessments with the GDC 
NGA inmate risk/needs assessments. Second, we have discovered in our Phase 1 analyses that NGA 
assessments cannot be retrospectively produced for the historical study cohort. Finally, our original plan 
was to examine the existing DCS risk measure, defined by the existing parole and probation supervision 
risk assessment tools, against the NGA needs scales (since there are no comparable needs scales for DCS 
populations). That line of inquiry would help DCS develop risk/need matrices to inform treatment plans 
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and program placement. Since supervision risk has been defined for years for the DCS populations, it 
would be a more valid measure of risk than applying GDC-developed risk tools (NGA risk scales), which 
were developed primarily on inmates and exclude the majority (90%) of probationers. We have since 
discovered that DCS has not taken over the calculation of the supervision risk algorithm for probationers 
from GDC. Our study cohort includes parole supervision risk data, but no probation risk data.  
 
That leaves two options for completing a DCS risk/needs analysis: go back to GDC and request their 
calculation of the probation supervision risk-assessment algorithm results (which they continue to 
calculate), or wait until we complete the new DCS unified risk-assessment algorithms. We would also 
suggest both options are possible during Phase 2.  
 
Finally, to aid in the development of DCS risk/need matrices to inform treatment plans we have begun 
analysis on the current DCS population. A description of that cohort is provided below. 
 

    Parole & Probation 

 Total Parolees Probationers Dual Supervision 

Active Population March 2017 229,617 19,172 206,246 4,168 

 
Started Supervision     
up to 2007 8% 10% 8% 14% 

2008 3% 2% 3% 4% 

2009 4% 3% 4% 5% 

2010 5% 4% 5% 6% 

2011 7% 5% 7% 7% 

2012 10% 5% 11% 11% 

2013 12% 8% 12% 12% 

2014 15% 12% 15% 16% 

2015 17% 18% 17% 15% 

2016 18% 30% 17% 10% 

2017 1% 3% 1% 0% 

Average Years on Supervision (to date) 4.4 yrs 4.1 yrs 4.4 yrs 5.7 yrs 

 
Demographics     
Male 79% 90% 78% 88% 

Nonwhite 54% 63% 54% 54% 

Average Age at Start 34 yrs 38 yrs 34 yrs 34 yrs 

 
Primary Offense Type     
Personal 19% 13% 21% 16% 

Property 27% 15% 30% 30% 

Drug 23% 18% 25% 18% 

 
Current Supervision Level     
Unsupervised 12% 0% 13% 1% 

Contact 6% 8% 6% 3% 

Standard 39% 61% 37% 38% 

High 5% 11% 5% 23% 

Special 5% 7% 4% 4% 

DRC 1% 1% 1% 1% 

Warrant 17% 8% 18% 13% 

Other/Old Codes 15% 4% 16% 17% 
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The first step in building a risk/needs matrix is a valid (accurate) measure of risk, which for DCS is 
defined as a new crime arrest during supervision. GDC has provided all existing NGA risk and need scale 
data for the current DCS cases, which covers 80% of the active population. That proportion differs by 
subpopulation with long term parolees having the least amount of data (since their cases began prior to 
the 2014 start of NGA) as described below.  
 

    Parole & Probation 

 Total Parolees Probationers Dual Supervision 

     
Active Population March 2017 229,617 19,172 206,246 4,168 

     
% Cases with DCS Supervision Risk Data 15% 98% 6% 99% 

% Cases with NGA Risk Data 81% 59% 83% 87% 

% Cases with NGA Need Data 81% 59% 83% 87% 

 
 
However, the NGA scales were neither developed nor validated on standard probationers. Since DCS 
does not have risk data for probationers, our recommendation is to wait for the new algorithms from 
Phase 1 to use as the new measure of risk. 
 
The second step in building a risk/needs matrix is a valid measure of offender needs, or those malleable 
risk factors that can be reduced through evidence-based programming (the targets of intervention). We 
recommend focusing Phase 2 analysis time on testing the GDC NGA need scales on the DCS population 
to determine whether data exists to populate the algorithms, and whether the algorithms are predictive 
among the DCS population. Such an analysis will allow us to determine which factors on the NGA needs 
scales are valid for the DCS population, what additional data may be required to supplement NGA 
measures of need, and how to develop a DCS-appropriate risk/needs matrix. We recommend this line of 
analysis in Phase 2, which we propose to complete by September 30, 2018. 
 
 
 
 
 
 
 
 

Unified Supervision Risk Assessment Project Team 
 
Applied Research Services, Inc. 
Tammy Meredith, Ph.D. 
Shila Réne Hawk, Ph.D. 
(404) 881-1120 
meredith@ars-corp.com 
shawk@ars-corp.com 
 
Georgia Department of Community Supervision 
Sherri Bloodworth, Field Services 

(404) 309-6346 
sherri.bloodworth@dcs.ga.gov 

6.3 Georgia Department of Community
Supervision Unified Risk Assessment
Features & Weights

Georgia Department of Community Supervision Unified Risk Assessment 2017
T. Meredith, Ph.D., Applied Research Services 9/12/2017

2017  Unified Supervision Risk Algorithm for Parole Releases from Prison

Enter the answers for your case in "Score" 

Males column to compute offender's risk probability

Risk Factor Weight Score WT*Score Score Instructions

Age at Supervision Start -0.042 41 -1.722 enter age in years

Primary Offense is Property (Y/N) 0.216 1 0.216 enter 0 (no) or 1 (yes)

Prison Admission was for Revocation (Y/N) 0.402 0 0 enter 0 (no) or 1 (yes)

# of Prior Prison Episodes 0.113 6 0.678 enter # of prior prison episodes

# Prior Arrest Episodes 0.049 25 1.225 enter # of prior arrest events 

# of Prison Disciplinary Reports 0.046 0 0 enter # of prison DRs 

Mental Health Problem (Y/N) 0.167 1 0.167 enter 0 (no) or 1 (yes)

Prison STG Validation (Y/N) 0.314 0 0 enter 0 (no) or 1 (yes)

# Supervision Violations - Moving 0.139 6 0.834 enter # of violations for moving 

# Supervision Violations - Alcohol 0.304 0 0 enter # of violations for alochol

# Supervision Violations - Violence 0.452 0 0 enter # of violations for violence

# of Positive Drug Screens 0.121 0 0 enter # of positive drug screens

# Program Removals 0.167 2 0.334 enter # of program removals

Constant -0.677

Logit 1.055

Probability of Felony Arrest 0.742  

Low End High End

PRELIMINARY/TEST Risk Group Probability Probability

Low 0.000 0.250

Medium 0.250 0.382

High 0.382 1.000

Enter the answers for your case in "Score" 
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Females column to compute offender's risk probability

Risk Factor Weight Score WT*Score Score Instructions

Age at Supervision Start -0.033 27 -0.891 enter age in years

Primary Offense is Property (Y/N) 0.341 0 0 enter 0 (no) or 1 (yes)

# Prior Arrest Episodes 0.062 13 0.806 enter # of prior arrest events 

# of Prison Disciplinary Reports 0.045 2 0.09 enter # of prison DRs 

Mental Health Problem (Y/N) 0.314 1 0.314 enter 0 (no) or 1 (yes)

# Supervision Violations - Moving 0.159 1 0.159 enter # of violations for moving 

# Supervision Violations - Violence 1.368 0 0 enter # of violations for violence

# of Positive Drug Screens 0.166 0 0 enter # of positive drug screens

# Program Removals 0.241 5 1.205 enter # of program removals

Constant -1.743   

Logit -0.060

Probability of Felony Arrest 0.485  

Low End High End

PRELIMINARY/TEST Risk Group Probability Probability

Low 0.000 0.165

Medium 0.165 0.276

High 0.276 1.000
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