November 17, 2021

Gina M. Raimondo

Secretary of Commerce

1401 Constitution Avenue NW
Washington, DC 20230

Dear Madam Secretary,

We, the undersigned civil rights, civil liberties, technology research and advocacy
groups, write to urge you to appoint qualified individuals with experience in civil rights and
civil liberties law and advocacy to the National Artificial Intelligence Advisory Committee
(NAIAC) and the Subcommittee on Artificial Intelligence and Law Enforcement
(Subcommittee), which are charged with providing recommendations on a range of topics
related to ensuring that artificial intelligence development and use does not exacerbate—
and indeed helps ameliorate—bias, discrimination, and inequity in American society.

There have been major advances in the design, development, and use of Al in recent
years and it has begun to be widely used by public and private actors to inform or make
consequential decisions that impact individual freedom as well as social and economic
opportunity. However, significant problems in the design, use, and testing of these
technologies persist, often reproducing or worsening discriminatory outcomes or creating
serious privacy harms. There is already clear evidence of the discriminatory harm that Al
tools can cause to people of color, women, and other marginalized groups, including in the
criminal enforcement system, housing, the workplace, our schools, and our financial
systems.1

Given the breadth of issues upon which the NAIAC and the Subcommittee will
advise, and the impacts Al is already having in our daily lives, it is crucial that the Secretary
of Commerce choose members of the NAIAC and the Subcommittee with significant
experience in ensuring racial equity, addressing privacy harms, and combatting algorithmic
bias and discriminatory practices. To successfully inform national policy to prevent further
entrenching and worsening bias and discrimination, it is crucial that NAIAC and the
Subcommittee include a diverse slate of individuals with experience in applying civil rights
and civil liberties principles to Al design, development, implementation, and use. This is
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particularly important given the severe underrepresentation of women, people of color and
other marginalized groups in the tech industry.

Some of our groups, as a matter of organizational policy, do not take positions on
particular nominees for office, and this letter should not be considered an endorsement of
any particular nominee. However, we strongly agree that, to ensure the NAIAC and the
Subcommittee are able to fully complete their important functions, it is critical that
individuals are appointed who appreciate the larger societal implications of Al, have
experience in the mitigation of bias in all stages of the lifecycle of an automated decision
making system, and have expertise in civil rights and civil liberties laws and principles.

In a world already defined by so much systemic discrimination, NAIAC and the
Subcommittee have a real opportunity to shape development and use of Al to prevent
unfair, discriminatory, and abusive outcomes. NAIAC and the Subcommittee must include
the necessary civil rights and civil liberties perspectives in order to do so. Thank you for
considering our request. Please reach out to Kate Ruane, kruane@aclu.org, with any
questions.

Sincerely,

Algorithmic Justice League

American Civil Liberties Union

Center for Democracy and Technology

Color of Change

Data & Society Research Institute

Lawyers Committee for Civil Rights Under Law

The Leadership Conference on Civil and Human Rights
Upturn

CC:

Eric Lander, Director, Office of Science and Technology Policy
Lloyd Austin, Secretary of Defense

Jennifer Granholm, Secretary of Energy

Antony Blinken, Secretary of State

Merrick Garland, Attorney General

Avril Haines, Director of National Intelligence
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