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related to cues (e.g., a physician making an assessment of the
likelihood that a patient has cancer on the basis of the patient’s
symptoms, a teacher’s assessment of a student’s scholastic abilities
based on the student’s performances in class, or a manager’s
judgment of job candidates on the basis of their behavior; Karelaia
& Hogarth, 2008). We draw on the available empirical data to
conduct a series of meta-analyses of judgment achievement as
defined by the lens model equation (Kaufmann & Athanasou,
2009). As we shall see, the lens model offers an analytic frame-
work that lets us put the two hypothesized explanations to a
quantitative test, by allowing for a statistical decomposition of
inaccuracy in lie detection in two components reflecting (a) limi-
tations in the naive use of cues to deception and (b) lack of validity
of objective cues to deception. In order to fully develop the
rationale for the current study, we provide an overview of the main
features of research on deception, after which we tumn to the
application of the lens model to deception judgments.

Major Findings in Deception Research

Most research on deception is laboratory-based. In this research,
participants, typically college students, provide truthful or delib-
erately false statements (e.g.. by purposefully distorting their atti-
tudes or events that they have witnessed or participated in). The
statements are subjected to various analyses including coding of
verbal and nonverbal characteristics. This allows for the mapping
of objective cues to deception—behavioral characteristics that
differ as a function of veracity. Also, the videotaped statements are
typically shown to other participants serving as lie-catchers who
are asked to make judgments about the veracity of the statements
they have seen. Across hundreds of such studies, people average
54% correct judgments, when guessing would yield 50% correct.
Meta-analyses show that accuracy rates do not vary greatly from
one setting to another (Bond & DePaulo, 2006) and that individ-
uals barely differ from one another in the ability to detect deceit
(Bond & DePaulo, 2008). Contrary to common expectations (Gar-
rido, Masip, & Herrero, 2004), presumed lie experts who routinely
assess credibility in their professional life do not perform better
than lay judges do (Bond & DePaulo, 2006). In sum, that lie
detection is a near-chance enterprise is a robust finding emerging
from decades of systematic research.

Subjective Versus Objective Cues to Deception

What is the reason for the near-chance performance of human
lie detection? To explain lack of accuracy, researchers have at-
tempted to map the decision making of lie-catchers by studying
subjective cues to deception (Stromwall, Granhag, & Hartwig,
2004). These are behaviors that are perceived by observers as signs
of deception. The most commonly employed method to study
subjective cues to deception is the survey approach, in which
people are asked to self-report on their beliefs about deceptive
behavior (Akehurst, Kohnken, Vrij, & Bull, 1996; Strémwall &
Granhag, 2003; Vrij & Semin, 1996; for a different approach, see
Zuckerman, Koestner, & Driver, 1981). In most of these studies,
respondents were provided with a list of verbal and nonverbal
behaviors and asked how, if at all, these behaviors are related to
deception (e.g., L. H. Colwell, Miller., Miller, & Lyons, 2006;
Lakhani & Taylor, 2003; Taylor & Hick, 2007). In most studies,

people are provided with a list of common subjective and objective
cues to deception, to investigate whether people express support
for subjective cues and whether they reject objective cues. In
addition to this closed-ended approach, some studies have em-
ployed an open-ended approach in which respondents are asked
what behavioral cues they associate with deception. Anather way
of mapping subjective cues to deception is to ask lie-catchers in
laboratory studies to self-report the basis for their veracity judg-
ment (e.g., “l thought the person was lying because she was
stuttering™; see Stromwall et al., 2004).

The results {rom self-report studies on subjective cues Lo decep-
tion are remarkably consistent. Most commonly, people report the
belief that gaze aversion is indicative of deception. A worldwide
study surveyed beliefs about cues to deception in 58 countries and
found that in 51 of these, the belief in a link between gaze behavior
and deception was the most frequently reported (Global Deception
Research Team, 2006). People also report that increased body
movements, fidgeting, and posture changes are associated with
deceit, as well as a higher pitched voice and speech errors. This
pattern suggests that people expect liars to experience nervousness
and discomfort and that this nervousness is evident in behavior
(Vrij & Semin, 1996). However, there is a methodological limita-
tion to these studies that prevents us from concluding that people
make lie judgments based on these criteria: We cannot be certain
that the behaviors people report explicitly are those that best
capture their actual decision-making strategies (Nisbett & Wilson,
1977). As impression formation is partly automatic and implicit
(Bargh & Chartrand, 1999; Fiske & Taylor, 2008), it is quite
possible that people are unaware of the basis for their veracity
assessments and that self-reports reflect an explicit, conscious
stereotype of deceptive behavior that has little impact on actual
decision making. As we shall see, applying the lens model to
deception judgments allows us to go beyond self-reports to assess
the actual behavioral criteria that predict judgments of deception.

Do liars behave consistently with people’s notions of deceptive
behavior? Expressed differently, is there an overlap between sub-
jective beliefs about deceptive behavior and actual objective cues
to deception? Analyses of verbal and nonverbal behavior of liars
and truth tellers show that cues to deception are scarce and that
many subjective cues are unrelated to deception. A meta-analysis
covering 120 studies and 158 cues to deception showed that most
behaviors are only weakly related to deception, if at all (DePaulo
et al., 2003; see also DePaulo & Morris, 2004). Gaze aversion is
not a valid indicator of deception. The simple heuristic that lars
are more nervous is not supported by the meta-analysis because
many indicators of nervousness, such as fidgeting, blushing or
speech disturbances, are not systematically linked to deception.
The meta-analysis does suggest that liars might be more tense,
possibly as a function of operating under a heavier self-regulatory
burden: Their pupils are more dilated and their pitch of voice is
higher (DePaulo et al., 2003). The results also suggest that there
might be some verbal differences between liars and truth tellers:
Liars talk for a shorter time and include fewer details, compared
with truth tellers. Also, liars’ stories make less sense in that their
stories are somewhalt less plausible and less logically structured.

It is not our intention to provide a comprehensive overview of
the available research on deception and its detection. For such
overviews, we direct the reader to recent meta-analyses by
DePaulo et al. (2003) and Bond and DePaulo (2006) and the
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comprehensive review by Vrij (2008). The important point is that
research suggests two plausible explanations for why lie-catching
often fails. First, self-reports suggest a mismatch between subjec-
tive and objective cues to deception, meaning that people consis-
tently report relying on behaviors that are unrelated to deception.
Second, behavioral coding of lies and truths in laboratory research
suggests that there is a scarcity of objective cues to deception,
making the judgment task intrinsically error prone. How do we
know which of these explanations fits the data best? The fact that
there is no answer to this question in the available literature
suggests that despite the vast body of empirical research, judg-
ments of deception are poorly understood. We aim to enhance
understanding by employing the lens model originally outlined by
Brunswik (1952). a method of analysis that has proven fruitful for
understanding human judgments in a wide range of areas (Hogarth
& Karelaia, 2007; Juslin, 2000; Karelaia & Hogarth, 2008; Kauf-
mann & Athanasou, 2009). In contrast to previous research in
which researchers have studied either the characteristics of decep-
tive and truthful behavior or the characteristics of judgments of
deception, employing the lens model allows us to study the inter-
play between the characteristics of the judgment task and perceiver
performance (e.g., Juslin, 2000). A few previous studies have
employed the lens model to study judgments of deception (Fiedler
& Walka, 1993; Sporer, 2007; Sporer & Kupper, 1995). We build
on and extend this work by offering a synthesis of the available
literature on deception judgments using the framework of the lens
model. We aim to address three main questions. First, what cues do
people use when judging deception (Meta-Analysis 1)? Second, is
there a lack of overlap between subjective and objective cues to
deception (Meta-analyses 2 and 3)? Third, is inaccuracy mainly
due to incorrect decision-making strategies or lack of valid cues to
deception (Meta-Analysis 4)7

Brunswik’s Lens Model

Within the theoretical framework of probabilistic functionalism,
Egon Brunswik (Brunswik, 1952; Petrinovich, 1979) proposed a
model to understand processes of human perception. The basic
assumption of probabilistic functionalism is that people exist in an
uncertain environment and that judgments and inferences about the
environment are therefore made on the basis of probabilistic data
(Brunswik, 1943, 1952; Hammond, 1996). Judgments of a crite-
rion are made on the basis of cues with different ecological
validities, where ecological validity is the correlation between the
cue and the distal variable to be predicted (Hursch, Hammond, &
Hursch, 1964). Also, cues differ in their use by a perceiver, where
cue utilization can be represented by the correlation between the
cue and the inference drawn by the perceiver. A person’s achieve-
ment or accuracy can be captured by the correlation between the
inference drawn and the distal variable. Since the lens model was
proposed, it has been expanded to capture not only perceptual
judgments but also a variety of cognitive processes including
learning (Summers & Hammond, 1966), clinical inference (Ham-
mond, Hursch, & Todd, 1964), interpersonal perception (Ham-
mond, Wilkins, & Todd, 1966), and personality attributions
(DeGroot & Gooty, 2009).

A main advantage of the lens model is its ability to model
judgment accuracy by taking into account both the decision maker
and the decision-making task. In the words of Karelaia and Hog-

arth (2008, p. 404). “The simple beauty of Brunswik's lens model
lies in recognizing that the person’s judgment and the criterion
being predicted can be thought of as two separate functions of cues
available in the environment of the decision.” From this, it follows
that the accuracy of a person’s judgment will be a function of the
extent to which the criterion can be predicted from a set of cues,
as well as to what extent the cues used by a perceiver overlap with
the cues that predict the criterion. To illustrate this, consider a
musician who plays the same tune repeatedly but attempts to
convey different emotions (e.g., anger, sadness, happiness) each
time the song is played (see Juslin, 2000). How well can a listener
judge what emotion the musician is attempting to convey? The
judgment achievement of the listener (i.e.. the correlation between
the performer’s intention and the listener’s judgment) will. accord-
ing to the lens model, be a function of the following: First, to what
extent are there valid cues to the performer’s intended emotion in
the tune being played? Second, to what extent can the perceiver’s
judgment be reliably predicted from cues? Third, to what extent
does the set of cues utilized by a perceiver to judge emotional
expression match those actually indicative of the performer’s emo-
tion? The lens model thus decomposes judgment inaccuracy in
components reflecting (a) lack of validity in objective cues to
emotions in the tune being played and (b) lack of overlap between
objective cues to emotion and subjective use of cues to predict
emotion on the basis of the tune being played. The lens model can
therefore provide both descriptive information to understand judg-
ment accuracy, and prescriptive information about how judgment
accuracy can be improved (Hogarth & Karelaia, 2007). For a
thorough discussion of the lens model, see Cooksey (1996).

A Lens Model of Deception Judgments

Let us now employ the reasoning outlined above to understand
accuracy in judgments of deception. In the current article, we do
not measure lie detection accuracy as percentage correct. Instead,
we measure accuracy in terms of a Pearson product—moment
correlation coefficient—the correlation between actual deception
and judgments of deception. For present purposes, this correla-
tional metric is superior to percentage correct. Unlike percentage
correct, it can accommodate results from the many studies of
deception in which participants render their judgments of truthful
and deceptive messages on Likert scales. The correlational metric
is also necessary for the implementation of a lens model of
deception judgments, as is now explained.

A lens model of judgments of deception incorporates a commu-
nicator, behavioral cues, and a judge (see Figure 1). The commu-
nicator appears at the left of the figure, and cues appear in the
middle. The communicator will either lie or tell the truth, and the
communicator’s behaviors may function as cues indicating his or
her deceptiveness. Atop the line going from the communicator to
each cue, we would hope to place a validity coefficient—a statis-
tical measure of the extent (and direction) of the relation between
the communicator’s deceptiveness and that cue. Suppose, for ex-
ample, that the cue at the top of the figure is the amount of detail
in the communicator’s message. We have some idea of the validity
of that measure as a cue to deceptiveness. An earlier meta-analysis
by DePaulo et al. (2003) reveals a correlation between deceptive-
ness and number of details of —.20, with truthful messages being
more detailed than deceptive ones. The DePaulo et al. (2003)
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Figure 1. The communicator (C) is displayed to the left, and the judge (J) is displayed to the right. Behavioral
cues (X) appear in the middle of the figure. Each cue is related to deception by a validity coefficient (r,) and to
deception judgments by a utilization coefficient (r,,), each represented by a Pearson’s r. For example, assume that
the cue at the top of the figure, X, is the number of details in a communicator's message. A previous
meta-analysis by B. M. DePaulo et al. (2003) revealed a correlation between deceptiveness and number of details
(r,) of —.20, with truthful messages being more detailed than deceptive ones. In Meta-Analysis 1, we find that
the number of details is associated with deception judgments with r, = —.37, suggesting that judges (correctly)
infer deception from a lack of details. Generally, the accuracy of the judge (i.e., the correlation between the
judgment of deception and actual deception, represented in the figure by r,..) will, according to the lens model,
be a function of the following: First, to what extent are there valid cues to deception (the left side of the figure)?
Second, to what extent can the perceiver’s judgment be reliably predicted from cues (the right side of the figure)?
Third, to what extent does the set of cues utilized by a perceiver 1o judge deception match those actually
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indicative of deception (the matching between the left and right side of the figure)?

meta-analysis provides correlation coefficients for 158 potential
cues to deception. We draw on these earlier meta-analytic data to
implement the left-hand side of our lens model.

The naive detection of deception involves not just the commu-
nicator, it also involves a judge. In attempting to uncover deceit,
judges attend to cues. From certain of those cues, they infer
deception; from others, veracity. This process of decoding com-
municator behavior appears on the right-hand side of Figure 1.
There we have a judge, as well as lines emanating from cues
toward that judge. Our goal is to place atop each line a utilization
coefficient—that is, a measure of the extent and direction of the
relation between a cue and a judges’ tendency to infer that the
communicator is being deceptive. Again, suppose that the cue at
the top of the figure is the number of details in a communicator’s
message. As reported below, perceivers tend to infer truthfulness
from detailed communications; in fact, the relevant » with per-
ceived deceptiveness is —.37. The similarity between this decod-
ing coefficient (of —.37) and the corresponding encoding coeffi-
cient (of —.20) would suggest that perceivers enhance their
accuracy in detecting deception insofar as they rely on message
details as a judgment cue. More generally, accuracies (and inac-

curacies) in naive lie detection reflect the correspondence (and
noncorrespondence) between the validity of particular deception
cues and their utilization by judges.

Within this lens model framework, accuracies in human lie
detection can be statistically decomposed. To explain the decom-
position, we must introduce some notation. Suppose that we have
data on a number of potential deception cues. Suppose we enter
those cue variables into a multiple regression equation and use
them to predict communicator deceptiveness. Call our measure of
deceptiveness D. The resulting regression equation would yield a
statistical prediction of deceptiveness for each communicator (call
the predictions D'), and these predictions would be more (or less)
accurate. One measure of their accuracy is the Pearson product—
moment correlation between actual deceptiveness and statistical
predictions of deceptiveness (that is, between D and D’). Call this
correlation coefficient Ry, It indicates the overall predictability
of deception from our set of behavioral cues.

Given appropriate data, we could set up a multiple regression
equation for predicting judgments of communicator deceptiveness
from the same behavioral cues. Let us call our measure of per-
ceived deceptiveness P. Our regression equation would yield a
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Table 1
Cues to Perceived Deception and Actual Deception
D Cue name Kper Nper Fper 95% CI a, Kiee Niee Toee

1 Response length 19 1,299  —.12° —.22 —.02 A8 49 1812 —.04

4 Details 5 676 =37 ~:51 =21 16 24 883 =.20

) Sensory information 3 340 =35 —.67 .08 38 4 135 -.24

8 Block access to information (e.g., refusal to discuss certain 11 1.840 337 A8 A7 25 5 219 10

topics)

9 Response latency 16 1,002 187 06 29 20 32 1330 —-.02
10 Speech rate 15 745 -21" —35 —.06 24 23 806 .07
12 Plausibility 11 1.103 —47 =7 —:35 21 9 395 —.11
13 Logical structure 7 563 =34 —A45 —22: 12 6 223 -6
14 Ambivalent (communication seems internally inconsistent or 7 502 49 .23 .69 A1 @ 243 19

discrepant)
15 Involved 5 622 —.42" —ig —i21 23 6 214 .05
16 Verbal and vocal involvement 5 362 —:33" —47 —.18 A4 7 R4 -9
17 Expressive face 6 701 —.18" 33 —.02 A7 3 251 .04
18 Mustrators 9 430 03 —23 29 36 16 834 —.05
19 Verbal immediacy (e.g., the use of active voice and present 2 104 11 —.09 30 00 3 117 —.16
tense)
22 Self references (e.g., use of personal pronouns) 11 648 —.1% —-.33 —.03 23 12 595 —.01
23 Mutual references (references to themselves and others) 2 120 22 —.12 51 20 5 275 —-11
24 Other references (references to others, e.g., use of third 3 168 247 .00 45 .16 6 264 .09
person pronouns)
25 Vocal immediacy (impressions of directness) 13 2,224 — 44" —.54 —.33 22 7 373 -.30
27 Eye contact 19 1.178 —.15" —.21 —.08 03 32 1491 .00
28  Gaze aversion 5 202 28" 13 41 06 6 411 .05
31 Vocal uncertainty (impressions of uncertainty and insecurity, 10 826 437 .28 .56 25 10 329 14
lack of assertiveness)
34 Shrugging 6 382 .16 —.27 =04 07 6 321 02
35 Non-ah disturbances (e.g., stutters, grammatical errors, false 8 376 .09 —.05 22 A1 17 751 01
starts)
37 Unfilled pauses (periods of silence) 13 718 27 A2 40 22 15 655 01
38 Ah disturbances 14 692 22 15 .29 00 16 805 03
40 Total disturbances (ah and non-ah speech disturbances) 11 832 .09° 02 .16 02 7 283 —.05
42 Non fluent (miscellancous speech disturbances) 9 845 257 10 37 19 8 144 19
43 Active body 3 58 =.10 —-.36 A8 .00 4 214 02
44 Postural shifts 12 574 09" 00 A8 04 29 1214 02
45 Head movements 9 417 —.08 =23 .07 16 14 536 —-.02
46 Hand gestures 10 452 = 18* —.28 —.07 07 29 951 -0
47 Arm movements 2 232 o f .26 A48 00 3 52 —.19
48 Foot/leg movements 5 138 14 —.04 .30 00 28 857 =07
49 Friendly 13 987 =as™ —.46 —.23 00 6 216 —.18
50 Cooperative 14 1,018 —41™ —.54 —25 25 3 22 —42
o= 51 Attractive 20 1,528 =25 =33 —.16 .16 6 84 =02
9 8 52 Negative statements 9 496 05 —.16 2 29 9 397 10
pallfy 53 Pleasant voice ] 175 —.31" —.44 —.17 00 4 325 —.04
5 54 Pleasant face 6 300 —447 —.60 —25 22 13 635 —.05
55 Head nodding 5 291 —.01 -.13 A0 00 16 752 01
58 Smiling 21 1,422 -.02 -.15 A0 26 27 1313 00
61 Nervous 15 1.208 30 A7 42 24 16 571 A2
o 63 Pitch 5 298 .07 —.16 .29 22 12 294 14
= 64 Relaxed posture 2 109 —:22 —.69 38 43 13 488 —.15
66 Blinking 8 372 147 03 25 01 17 850 03
67 Object fidgeting Z 130 49 —.24 86 D2 5 420 —-.02
68 Self-fidgeting 11 630 .01 —.13 15 A5 18 991 00
69 Facial fidgeting 3 164 18 —.19 50 .27 7 Ao 04
70 Fidgeting 9 489 .03 —.12 A7 .16 14 495 04
75 Self-deprecating (e.g.. unfavorable, self-incriminating 4 335 —.08 —.36 22 27 3 64 07
details)
76 Embedding (placing events within its spatial and temporal 2 292 —.50 —.84 A2 A7 6 159 =23
context)
84 Behavior segments (perceived number of behavioral units) 3 294 .00 —.22 21 16 1 54 -23
87  Realistic 2 388 —.47" —.69 —.18 .23 1 40 =21
90 Indifferent (speaker seems unconcerned) 3 127 427 .26 .56 00 2 100 45
91 Not spontaneous (statement seems planned or rehearsed) 2 175 487 e i 74 .29 2 46 19
92 Thinking hard 4 257 317 .19 42 00 1 8 .29

(table continties)
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Table 1 (continued)

D Cue name Npe, Pper 95% CI a, Kpee Nbee Tbec
93 Serious (speaker seems formal) 175 —.30 =.55 .01 27 4 23 .00
115 Competent 536 —.59" =75 —.36 32 3 90 -.02
116 Ingratiating 133 —.26" —.41 =09 .00 4 64 .00
134 Admit responsibility 96 .09 =2 37 15 2 123 16
Nonverbal deception pose (communicator enacts typical 2,139 38 34 420 04
nonverbal deception cues)
Verb deception pose (communicator enacts typical verbal 1,885 o 22 46 21
deception cues)
Messy clothes 2 102 37 —.11 1 32
Weird behaviors 7 293 2297 .05 .50 23
Foreign language 5 184 -.19 =57 .26 A5
Baby face 4 1441 —37" —.49 —.24 23

Note.

1D refers to the identification number in Appendix A of B. M. DePaulo et al. (2003). For a further description of the cues, see that appendix. Positive

entries imply that more of the cue is associated with deception or perceived deception. The six last cues in the Table were not included in the meta-analysis
by B. M. DePaulo et al. (2003), hence the missing data on ID number, kp.. Np.. and rp... kp,, = Number of studies that examined the association between
perceived deception and the cue: N, = Number of lie-/truth-tellers in those studies; rp., = r corresponding to the mean Fisher’s Zr for the association
between perceived deception and the cue; 95% CI = a 95% confidence interval for the population correlation coefficient between perceived deception and
the cue; o, = the square root of the true varance of the population correlation coefficient between perceived deception and the cue: k.. = Number of
studies that examined the association between actual deception and the cue; Np,.. = Number of lie-/truth-tellers in those studies; r,.. = r corresponding
to the mean Fisher’s Zr for the association between actual deception and the cue.

“p < 05 (at which relation differs significantly from 0).

appears pleasant, if they are cooperative and involved, and if their
statements seem plausible, realistic, and spontaneous.

For purposes of establishing benchmarks for stronger and
weaker cues to deception judgment, we noted the absolute value of
the r corresponding to each judgment—cue mean weighted Fisher’s
Z. Across all the cues in Table 1, the median absolute r is .25; the
absolute rs at the first and third quartile are .11 and 39.

Let us compare certain cues to deception judgment with peo-
ple’s self-reported beliefs about deception. As mentioned earlier,
the most commonly self-reported cue is gaze aversion.

Table 1 displays cue—judgment correlations for two variables
related to this belief. Consistent with the belief that liars “can’t
look you in the eye,” people are likely to be judged deceptive if
they avoid eye contact and avert gaze (for the relation of these two
variables to perceived deception, rs = —.15 and .28, respectively).
The modest size of these correlations is. however, noteworthy. Eye
contact has a weaker relation to deception judgments than most
of the cues in Table 1—the median cue yielding an absolute r =
.25. Although gaze aversion is a somewhat stronger cue to
deception judgments, it is still weaker than 30 of the judgment
cues in Table 1.

Meta-Analysis 2: Cues to Perceived and Actual
Deception

In Meta-Analysis 2, we sought to test the wrong subjective cue
hypothesis. From Meta-Analysis 1, we had data on a large number
of cues to perceived deception; in a second meta-analysis, we
sought to compare them with cues to actual deception. For data on
the latter, we turned to work by DePaulo et al. (2003). The wrong
subjective cue hypothesis would be discredited if we obtain a
strong positive correlation between the two sets of cues.

Method

For comparison with cues to perceived deception, we sought
actual cues to deception. Hereafter, we call the former judgment

" p < 001 (at which relation differs from 0).

cues and the latter deception cues. We were interested in any
variable that had been studied as a judgment cue in more than one
sample and that had also been studied as an actual deception cue
in more than one sample. We found 57 such cues. For purposes of
comparing judgment cues with deception cues, it was necessary
that the strength of the two types of cues be expressed in the same
statistical metric. In Meta-Analysis |, we expressed the strength of
judgment cues in terms of Pearson product-moment correlations,
whereas in their earlier meta-analysis DePaulo et al. (2003) ex-
pressed the strength of deception cues in terms of a standardized
mean difference. DePaulo et al. (2003) graciously supplied us with
their study-by-study data. For the present work, we transformed
each standardized mean difference in the DePaulo et al. (2003)
database to a Pearson product-moment correlation coefficient. We
then transformed each r to a Fisher's Z, cumulated the Zs with
standard methods, then back-transformed the weighted mean Fish-
er's Z to an r—precisely as we had for judgment cues in Meta-
Analysis 1. For the resulting actual deception cue correlations, see
the rightmost column of Table 1. Again, these data were collected
by DePaulo et al. (2003). Positive correlations imply that people
display more of the cue when lying than when telling the truth.”

2 The entries in Table 1 are simple correlation coefficients, not standard-
ized multiple regression coefficients. In examining the table, readers may
properly regard each rp,, and each rp . as utilization and validity coeffi-
cients for a lens model that predicts deception from a single cue. Thus, for
judging deception from response length (rp.,. = —.12 and ry,. = —.04).
These do not represent utilization and validity coefficients for response
length, in a lens model that predicts deception from all 66 cues in Table 1.
As meta-analysts, we cannot determine the latter multicue utilization and
validity coefficients because the required multiple regression results are not
reported in this literature. For some results on multicue lens models of
deception, see Meta-Analysis 4.
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between judgment cues and deception cues, implying that people
rely on cues that are either unrelated to deception or related to
deception in the opposite direction of their expectations. Meta-
Analysis 2 does not provide support for this prediction. In fact, at
least four interrelated pieces of evidence counter to the wrong
subjective cue hypothesis emerged from our analyses. First, we
found a strong positive correlation between judgment cues and
deception cues. The more strongly a cue is related to deception, the
more likely people are to rely on that cue when judging veracity.
The relation is not perfect but is much stronger than would be
predicted from the premise of the wrong subjective cue hypothesis.
Second, of the more than 50 cues investigated, only slightly more
than a third showed significant discrepancies between judgment
cues and deception cues. Third, when judgment cues did differ
from deception cues, it was typically the case that the judgment
cue matched the deception cue in its directional relation to decep-
tion but that the magnitude of the judgment cue was larger than
that of the deception cue. For only eight out of 57 cues did people
rely on a behavior that was unrelated to deception, and for no
behavior did we observe a directional error (ie., that judges
associated more of a particular behavior with deception when the
case was that communicators displayed less of it when lying, or the
other way around). This suggests that people are rarely inaccurate
about the relation between a given behavior and veracity—in cases
in which judgment cues differed from deception cues, the error
was most frequently due to judges’ overestimation of the magni-
tude of the relation rather than outright misconceptions about the
relation between a behavior and deception. Fourth, a lens model
analysis revealed a very strong matching (r = .93) between be-
haviorally based predictions of deception and behaviorally based
predictions of perceived deception.

In light of these findings, we believe the argument that people
are misinformed about cues to deception ought to be revised. The
claim is true in the sense that people’s explicit notions about
deception are largely inaccurate and reflects a stereotype not
supported by research on objective behavioral differences. How-
ever, when mapping the behaviors that actually covary with judg-
ments of deception, a different picture is revealed. People seem
intuitively in tune with the characteristics of deceptive behavior.
Rarely do people overestimate the extent of an individual behav-
ioral link to deception and even more rarely do people rely on cues
that are unrelated to veracity. In conclusion, it seems people’s
intuitive notions about cues to deception are far less flawed than
previously thought.

Implications

Our analysis provides new information about why lie-catchers
often fail. In explaining the lack of accuracy, deception scholars
have operated on the assumption that reliance on incorrect heuris-
tics about deceptive processes limits judgment accuracy. In line
with this assumption, a common recommendation on how to
improve judgment accuracy has been that observers ought to shift
their reliance on invalid cues such as gaze aversion, fidgeting and
posture shifts to cues that have been found to be more valid based
on the scientific literature (Vrij, 2008). Our results suggest that
both the descriptive and prescriptive conclusions about judgment
performance ought to be qualified. Starting with the descriptive
aspect, the analyses of cues to deception judgments in Meta-

Analyses 1-3 show that observers do not in general rely on the
wrong cues to deception. The discrepancy between our results on
subjective cues to deception is interesting for two reasons. First,
the results indicate that self-reports do not offer valid information
about the true nature of lie-catchers’ decision making. This implies
that if researchers wish to map lie-catchers’ judgments, they ought
to study actual performance, not self-reports about performance.
Second, the discrepancy between self-reported judgment cues and
actual judgment cues informs our basic understanding of processes
of deception detection by suggesting that deception judgments are
largely driven by intuitions that may be inaccessible to the con-
scious mind. People do not seem to know what behaviors they use
when judging veracity. The behaviors they claim to use are largely
inaccurate, but the behaviors they actually rely on show a substan-
tial overlap with objective cues to deception. Simply put, intuition
outperforms explicit notions about deception.

With regard to prescriptive implications, the results provide new
information about how judgment achievement can be improved.
The results from Meta-Analysis 4 suggest that lack of validity in
cues to deception degrade judgment performance more strongly
than improper cue reliance. This suggests that the best way to
improve judgment achievement is to increase behavioral differ-
ences between liars and truth tellers rather than to educate per-
ceivers about actual objective cues to deception. To be fair, in
explaining deception detection inaccuracy, scholars have consis-
tently highlighted the stable finding that cues to deception are
scarce and weak. Nevertheless, attempts to improve deception
detection performance have until recently almost exclusively fo-
cused on altering the strategies used by perceivers to detect de-
ception. A number of studies have been conducted with the pur-
pose of training observers to make more accurate judgments by
either informing them of actual cues to deception, by providing
outcome [eedback about their performance, or both (Frank &
Feeley, 2003). Such attempts to improve judgment accuracy have
shown either no effects of training or only minor improvement.
Our results provide a new explanation for why such training
programs have largely failed: Informing lie-catchers of objective
cues to deception might be ineffective not because judges are
immune to education but also because their use of cues to decep-
tion already largely overlaps with actual cues to deception. Feed-
back could be a way to improve intuitive cue reliance further, but
our results indicate that in order to substantially improve perfor-
mance, it might be more fruitful to manipulate the decision-making
task than to manipulate the decision-making strategies of lie-
catchers. In line with our claim that training observers to rely on
different cues might not be the optimal way to increase perfor-
mance, one study showed that perceivers’ performance was
slightly enhanced by both bogus training (in cues that are not
actually related to deception) and training in actual cues to decep-
tion (Levine, Feeley, McCornack, Hughes, & Harms, 2005). This
suggests that to the extent that training in valid cues to deception
is effective at all, it might be the act of training itself rather than
its content that is responsible for improvements in performance,
possibly by creating more motivated lie-catchers. Future research
aiming to improve judgments through cue information should first
establish empirically that judges indeed rely on the wrong cues. On
the basis of our results, such incorrect cue reliance seems quite
unlikely.
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(DePaulo et al., 2003). However, that cues to deception are scarce
is not necessarily a universal fact. Perhaps liars in the majority of
the laboratory research conducted so far are not facing enough
of a challenge to give rise to valid behavioral differences. In most
of these studies, people are asked to provide a statement with no
risk of being challenged about particular details and no risk of
being disproven by external information. New research has shown
that it is possible lo increase cues to deception by interventions
based on the theoretical assumption that under certain circum-
stances, deceptive statements might be more cognitively demand-
ing to produce. Our results support these efforts by suggesting that
creating stronger behavioral cues to deception is the key to im-
prove the accuracy of lie judgments.
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