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Summary
Far too many efforts  to combat terrorism have focused on the use of sensitive personal in-
formation and mass surveillance - techniques that have been demonstrated to deliver lim-
ited benefits and that create substantial negative outcomes.  Much of the responsibility for 
this approach to anti-terror policy belongs to the U.S. Government.  The EU however is not 
exempt from this type of policy, however.  For a number of years the European Union and its 
Member States have been implementing expansive data surveillance policies that in many 
ways mimic U.S. policies and in some particular ways go well beyond what is considered ac-
ceptable in the U.S.

We noticed a resurgence of this trend after the security alert in August 2006 upon the ar-
rests in Britain that broke  up a suspected plot to target transatlantic air travel.  Immediately 
across Europe  we saw a surge of commentary from the media, experts, and policy-makers 
on the need for positive profiling of passengers and expanded surveillance techniques to  de-
tect terrorists.  This led eventually to reduced protections over passenger data protections 
to the U.S., renewed calls from U.S. authorities for extended access    to  this data, and calls 
within the EU to  accelerate policy-making to ensure that EU authorities are granted powers 
to access and process passenger data.

Nearly everyone presumed that positive profiling actually existed, was operational, and was 
a reasonable response to increased concerns about security.  In fact, the very definition of 
'profiling' is  unknown and its practical application is quite limited.  Technologically it is not 
only impractical to implement but it is also politically unpalatable.

Contrary to the understanding of some in Europe, the  United States government currently 
does not have in place a system for the systematic examination of air travellers' personal 
data on domestic flights. As Europeans well know, the U.S. government requires passenger 
name records (PNR) for each passenger for flights into  and over the United States. But it 
does not do this on domestic flights.

The United States does have in place a rudimentary system called Computer-Aided Passen-
ger Pre-Screening System (CAPPS).  This system, which is  administered not by the govern-
ment but by the airlines, examines a few basic attributes of passenger reservations, such as 
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whether the passenger paid cash and bought a one-way ticket (though not all the factors 
are public).  This system has been in place since  the 1990s, but is considered rudimentary 
and inadequate by the government.  

The absence of a positive profiling system in the United States is not through lack of intent.  
Since 2002, the Bush Administration has been pushing for the  creation of a  new system for 
such profiling.  However, implementation is still highly uncertain, and for very good reasons.

This report looks into the challenges encountered by the Bush Administration in its efforts to 
establish a mass-surveillance  scheme.  These challenges are a  mix  of technological, politi-
cal, legal, and social influences that have prevented the development of a profiling scheme.  
We wonder why, despite  the internal policy struggles in the U.S., these policies seem  to be 
re-appearing as uncontroversial elsewhere.

As the  European Union and its Member States implement schemes for mass surveillance of 
movement and at borders, policy-makers must learn from prior mistakes in judgement 
rather than merely replicating them. 

Timeline for Profiling Problems

2002 - The Rise of CAPPS II and the Rise of Delays

• In February 2002, the media reported that the U.S. government was working on a system 
for pulling together travel histories and a potentially wide array of other personal informa-
tion on each traveller, and using data mining and predictive software to evaluate  potential 
terrorist threats among the general population.  Under the system, dubbed CAPPS II, each 
flyer would be assigned a code of red, yellow, or green, which determined their treatment 
at security.1

• The system  immediately created a firestorm as critics on both the left and the right, as 
well as in the travel industry, complained that the system would constitute an enormous 
invasion of privacy and lead to unfair targeting of innocent individuals without recourse. 

• In a May 2002 report to Congress, the Transportation Security Administration (TSA) prom-
ised that it would begin testing the system in the fall.  

• In September 2002, the Washington Post reported that CAPPS II was months behind 
schedule, and that supporters in Congress were  uneasy that the TSA had not even begun 
a pilot program.2

2003 - Political and Legal Challenges Emerge

• In January 2003, the TSA issued a notice  in the Federal Register, as required by the Pri-
vacy Act, outlining its plans for the giant new databases that CAPPS II would require. 

• In February 2003, TSA officials announced that the agency would begin tests of the sys-
tem the very next month, in March 2003.  

• In March 2003, the TSA declared that it "expects to test CAPPS II this spring and imple-
ment it throughout the U.S. commercial air travel system by the summer of 2004."3
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• The same month, consumer activists began an online  campaign urging citizens to "Boycott 
Delta" because the airline was reportedly helping the TSA test CAPPS II.  Delta eventually 
withdrew its co-operation with the government in this area. 

• In August 2003, having received fierce criticism for the sweeping nature  of its  January 
Federal Register proposal, the TSA issued a  new notice attempting (unsuccessfully) to  ad-
dress some of the criticism  the agency had received. The new notice expanded the  scope 
of the system to include not just terrorists but also domestic criminals.  

• In September 2003, it was revealed that a U.S. carrier, Jet Blue, had "voluntarily" turned 
over to a  contractor working for the government data on 5 million of its customers, spark-
ing a public uproar and several lawsuits against the company. 

• Also in September 2003, Congress passed legislation prohibiting CAPPS II  from being im-
plemented until the General Accounting Office, the investigative arm of Congress, had cer-
tified that the system meet basic criteria of effectiveness and fairness.

2004 - The Fall of CAPPS II and Continuing Legal Challenges

• In January 2004, the TSA announced that, since no airlines would voluntarily hand over 
their passenger records to  the  government for the purposes of testing and experimenta-
tion with the  CAPPS II program, it was planning to compel them to  hand over their re-
cords.  

• Also in January 2004, the TSA said it expected to roll out CAPPS II in the summer of 2004.  
Government sources, however, told reporters that the system was nowhere near ready.4

• Also in January 2004, the Washington Post revealed that Northwest Airlines had shared 
millions of traveller records with the  government to use  in "data mining" threat-detection 
experiments.5

• Despite this uncertainty, in April 2004, the European Commission signed an agreement 
with U.S. allowing for the transfer of Europeans' data to the  government – meaning that at 
a practical level, the  private data of Europeans was now more exposed to the U.S. gov-
ernment than that of American citizens, despite  the  Europeans' purportedly stronger pri-
vacy laws. 

• In February 2004, the General Accounting Office (GAO) warned that CAPPS II was not suf-
ficiently protecting the  privacy of individuals.  The GAO found that the TSA failed 7 of the 
8 tests set out by Congress for basic effectiveness and respect of privacy, including fail-
ures to provide for due  process, a minimum level of accuracy, and proper security and 
oversight.  The  program was formally barred from going into effect until the  GAO certified 
passage of all those tests. 

• In April 2004, the  ACLU filed suit over the  large number of innocent travellers who had 
been stopped, questioned, and worse because their names were on a secret government 
"no-fly" watch list of suspected terrorists, and their continuing inability to get their names 
removed from that list. 

• Also in April, yet another carrier, American Airlines, revealed that it had shared more than 
a million passenger itineraries with government contractors for the purpose of testing 
CAPPS II.  
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• In May 2004, it was discovered that American, United and Northwest Airlines had each 
turned over millions (up to a year's  worth) of customer records to the FBI, which sifted 
through the data in the hopes of detecting terrorist attacks.6  

• In July 2004, Homeland Security Secretary Tom Ridge announced that CAPPS II was being 
dismantled.  The acting head of the TSA, David Stone, meanwhile, announced that the 
TSA was working on "reshaping" the CAPPS II program.  

• In August 2004, the TSA announced the  launch of a passenger profiling program  entitled 
"Secure Flight."  The renamed program was largely a re-branded version of CAPPS II, ex-
cept that it would not, according to descriptions by TSA officials, use  computer algorithms 
to rate individuals' "threat to aviation," and would not expand its scope beyond terrorism.  
It did, however, draw on personal information held by private-sector databases, expand 
the personal information required in making a  reservation, utilise secret, unreliable gov-
ernment terrorist watch lists, and lack meaningful due process protections.  

• Also in August 2004, Senator Edward M. Kennedy revealed at a committee hearing that he 
had been stopped and questioned at U.S. airports five times because his name was on a 
terrorism watch list, and that he had been unable  to get removed from the list for more 
than three weeks despite being a U.S. Senator and brother of a former U.S. president.  

• In September 2004, the TSA announced that it would require the airlines to turn over the 
passenger name records (PNR) details of all their customers who flew during the month of 
June 2004, to be used for program tests. 

• In October 2004, the  Secure Flight program director promised that the  TSA was going to 
create a  new office where passengers mistakenly labelled as potential terrorists could ap-
peal their cases.  The promise came as customers continued to find it difficult or impossi-
ble to remove their names from the government's secret "no-fly" and "selectee" terrorist 
watch lists, despite months and years of complaints and bad publicity.7  

• Also in October 2004, the president signed the Homeland Security 2005 budget legislation, 
which contained a provision barring TSA from testing commercial data for Secure Flight 
until the  agency had developed "performance measures" for the test and those measures 
had been reported upon by the GAO.

• In November 2004, program  officials ordered the airlines to turn over customer data, de-
clared that testing of the program would take place that November or December, and that 
the program would go into operation in "late spring or early summer of 2005."8

• In December of 2004, it was reported that the TSA still had not identified either the kind 
of commercial data  it would test or the commercial company that would participate in the 
test.9

2005 - Increasing Doubts and Delays for 'Secure Flight'

• In March 2005, the GAO issued a review of Secure Flight in which it found that TSA had 
only achieved one of ten Congressional requirements – establishing an internal oversight 
board – and had not yet even finalised a "draft concept of operations."10
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• In June 2005, the DHS's Chief Privacy Officer announced that she was investigating the 
use  of private-sector commercial databases by the Secure Flight program, which the  TSA 
was prohibited from doing without public notice under the Privacy Act's  ban on secret da-
tabases.  In response, the TSA rushed a post-hoc public notice into the Federal Register.11

• In July 2005 the GAO issued a report finding that passengers' personal information was 
used in violation of the federal Privacy Act during testing of Secure Flight in 2004.  

• Also in July 2005 the  head of Secure Flight said that the government planned to use com-
mercial databases to detect terrorist sleeping cells among airline  passengers.  This an-
nouncement undid the most significant improvement of Secure Flight over CAPPS II, by 
re-opening the possibility that the government would use secret computer algorithms 
based on commercial databases and other sources.12

• In August 2005, with testing of Secure Flight still not underway, the Department of Jus-
tice's  Inspector General issued a report saying that DOJ's Terrorist Screening Center (or 
TSC, which had been created to maintain the U.S. government's watch lists) could not 
plan to assist in Secure Flight because TSA failed to even establish a  working flow chart for 
Secure  Flight.13  "The TSC does not know when Secure Flight will start, the volume of in-
quiries expected. . .  the  quality of data it will have to analyze and the specific details" of 
how the program would be developed.

• In September 2005, TSA's internal Secure Flight Working Group concluded that "Congress 
should prohibit live  testing of Secure Flight until it receives ... a written statement of the 
goals of Secure Flight signed by the Secretary of DHS" along with safeguards against 
abuse and expansion of the program.14  

• In December 2005, a panel of independent experts advising DHS found that "the program 
is not yet fully defined."15

2006 - Secure Flight Uncertain

• In January 2006, TSA director Kip Hawley stated that it had still not yet been determined 
precisely how the Secure Flight program would work.16

• In February 2006, the  GAO issued a report finding that the Secure Flight program  ap-
peared to fall short in protecting privacy and system security and was "at serious risk" of 
failing to be effective because  of a failure to rigourously define the  program's 
parameters.17

• Later in February 2006, the  TSA announced that it was suspending Secure Flight in order 
to conduct a "comprehensive audit" of the program, due to unnamed security concerns.18
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• In June 2006, the GAO reported that the TSA had still not completed the steps it had 
agreed to take as a result of the previous GAO report.19

• As of fall 2006, the Secure Flight continues to founder.  

Behind the Bureaucratic Failure
Although the story of passenger profiling in the United States is a damning chronicle of fail-
ure, it would be a mistake to interpret this series of events as merely a story of bureaucratic 
indecision and incompetence. Behind the twists and turns in the story lie genuinely knotty 
problems with the very concept of this kind of system.  While it often strikes people as a 
simple, common-sense matter to "know who is  flying, and not let Osama Bin Laden get on a 
plane," as proponents so often put it, the reality of trying to implement database and back-
ground checks in a democratic society is that it introduces many troubling implications and 
dilemmas, which are a big reason for the programs' failure to launch. 

• Questions about its effectiveness.  Persistent unanswered questions about the  actual 
effectiveness have dogged the  program and robbed it of political support. The ACLU and 
other critics  have pointed out that nothing in the system would prevent a  terrorist from 
sailing through it simply by assuming someone else's identity.  Unless the system is 
backed up by a kind of comprehensive cradle-to-grave  identity tracking and verification 
system, it will be  plagued with problems.  Such a comprehensive system  is unpalatable  to 
Americans. 

• Due process and redress.  Despite  repeated official claims, decent redress procedures 
for the airline profiling plans in their various incarnations were  never unveiled – and the 
existing procedures were  proven to  lie somewhere between useless and non-existent.  
Checks and balances are vital for this kind of program – but due process would be expen-
sive for the government to  administer. And the government has only begun to confront the 
knotty problems involved in a democratic society when the  government tries to build and 
maintain secret lists and ratings of citizens, and impose what amount to sanctions based 
on those judgements, without opening up the process in a way that compromises the  se-
curity value of the program.

• "Mission creep." Critics have also pointed out that once put in place, the stage  will be 
set for an inevitable expansion of this  program.  How will politicians resist expanding it to 
cover all forms of petty crimes for example?  Who will stand up to defend, for example, 
fathers who fail to  pay child support, or whatever other category of petty wrongdoing?  
How will policy-makers and administrators resist expanding it to new locations, such as 
bus stops and sports arenas?  And what will prevent administrators from drawing upon 
more and more sources of data in a vain attempt to gather enough information about indi-
viduals to make reliable judgements about them?

• Unreliable watch lists.  Another problem with these programs is that the foundation 
upon which they are being built – watch lists – is rotten.  In the United States, at least, 
terrorist watch lists have been beset by mismanagement and bloat.  Instead of maintain-
ing a narrowly focused list of true terrorists, the lists have been rapidly expanding to 
alarming size far beyond the number of people  that anyone believes are circulating with 
any intent to attack airliners.  The result: innocent people  harmed and security resources 
wasted. 
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Conclusions
• No comprehensive identity-based passenger screening system exists in the United States. 
• Attempts to create such a program have foundered for several years.
• The attempt to build such a program has failed not only because of government incompe-

tence, but also because  the  very concept has proven to be far more problematic in a 
democratic society than it often appears to policy-makers initially.  

• Such programs require constant oversight and mandatory reporting in their planning and 
development stages so that we can ensure that they are being built within legal con-
straints so that they are consistent with democratic values.

• Europe must tread carefully to avoid these same problems, through generating  informed 
public debate, providing legislative  oversight and mandatory reporting, challenging legally 
the procedures, and questioning the technological and social implications of these designs. 

ACLU and Privacy International                                     7                                     The Positive Profiling Problem


